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Abstract. We consider a class of planar self-affine tiles T generated by an expanding integral
matrix M and a collinear digit set D as follows :

M =

(

0 −B

1 −A

)

, D =

{(

0
0

)

, . . . ,

(

|B| − 1
0

)}

.

We give a parametrization S1 → ∂T of the boundary of T with standard properties. It is
Hölder continuous and associated to a sequence of simple closed polygonal approximations whose
vertices lie on ∂T and have algebraic preimages. We derive a new proof that T is homeomorphic
to a disk if and only if 2|A| ≤ |B + 2|.

1. Introduction

Self-affine tilings in Rd have attracted wide attention in modeling self-similar structures which
appear in many branches of mathematics. It is believed that the boundary of self-affine tiles has
non-integral dimension unless the tile is polygonal [20, 21]. Indeed the boundary of self-affine tiles
often shows a fractal shape, and its topological study is rather difficult.

In [1], we introduced a standard method to parametrize the boundary of self-affine tiles if the
associated contact automaton is strongly connected. More precisely we expect that whenever the
tile is connected, there exists an oriented extension of the contact automaton which parametrizes
the boundary. And this parametrization is Hölder continuous and precisely described by a cyclic
version of Dumont-Thomas number system. We confirmed the existence of such oriented automata
for tiles associated to quadratic canonical number systems.

In this paper, we wish to continue this study of parametrization in the case that the contact
automaton is not strongly connected. For this purpose, we study a wider class of tiles corre-

sponding to 2 × 2 integral expanding matrix M =

(
0 −B
1 −A

)

with collinear digits sets. There

are two new aspects to be taken into account in this class. Firstly, the multiplication of the
expanding matrix may involve flipping, i.e., the direction of the boundary pieces may change.
To get a parametrization in this case, we introduce a certain duplicated automaton whose states
keep information on alternating direction. Second is that the contact automaton is no longer
strongly connected, but has two strongly connected components. Thus we have to introduce two
independent parameterizations and merge them into one. Nevertheless, we can derive exactly the
same standard properties of the parametrization, i.e., it gives step by step approximation of the
boundary by polygonal curves which are topological circles, whose vertices are the fixed point of
the GIFS and have natural algebraic addresses. Further it intertwines Lebesgue measure on the
unit circle to a certain Hausdorff measure which is positive and finite on the boundary of the tile.

To simplify the study, we introduce a noteworthy correspondence between tiles corresponding
to A and −A which basically comes from the symmetry of digits. This somewhat halves our
effort for topological classification of planar tiles with collinear digits and we reprove the result of
Leung-Lau [16] that the tiles are disk-like if and only if 2|A| ≤ |B + 2|.
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2. Statement of the main results

Let M be a d× d integral expanding matrix, i.e., with eigenvalues greater than 1 in modulus,
and D ⊂ Zd a finite set. Then there is a unique nonempty compact set T = T (M,D) satisfying

MT =
⋃

a∈D

(T + a) (2.1)

(see [10]). Suppose that D ⊂ Zd is a complete residue system of Zd/MZd. Then T has positive
Lebesgue measure (see [14]) and we call it integral self-affine tile with digit set D. It is known [15]
that there is a sublattice J of Zd such that T + J is a tiling of Rd :

⋃

s∈J

(T + s) = Rd and λd((T + s) ∩ (T + s′)) = 0 if s 6= s′ ∈ J ,

where λd is the d-dimensional Lebesgue measure. If J = Zd, we call T a self-affine Zd-tile.

In the plane, a basic question is the disk-likeness of the central tile T , that is, the homeomorphy
to a closed disk. In [3], a criterion was given in terms of number and configuration of the neighbors
of T in the induced tiling. The case of a collinear digit set was then completely characterized in [16].
Suppose that M has the characteristic polynomial x2 +Ax+B and D = {0, v, 2v, . . . , (|B| − 1)v}
for some v ∈ Z2 such that v,Mv are linearly independent. Then T is disk-like if and only if
2|A| ≤ |B + 2|. The proof relies on the criterion mentioned above and an analysis of the triple
points of the tiling. This generalized a result of [2] for quadratic canonical number system tiles.
The usual technique consists in showing that the interior of T is connected.

Recently the authors proposed in [1] a standard method to parametrize the boundary of a self-
affine Zd-tile T (M,D). As a consequence, disk-likeness of the tile is obtained directly by showing
that its boundary is a simple closed curve. In the present paper, we wish to illustrate this method
and reprove the above result of Leung-Lau (see Proposition 5.2). Without loss of generality, we
may deal with the following class of self-affine Z2-tiles :

M =

(
0 −B
1 −A

)

, D =

{(
0
0

)

, . . . ,

(
|B| − 1

0

)}

. (2.2)

Indeed, let (M0,D0) as in the previous paragraph : M0 has characteristic polynomial x2+Ax+B
and D0 = {0, v, 2v, . . . , (|B| − 1)v} is such that v,M0v are linearly independent. Denote by C the
matrix of change of basis from the canonical basis to (v,M0v). Then the relations

M = C−1M0C, D0 = CD

hold. It follows that T (M0,D0) = CT (M,D). Therefore, we will restrict ourselves to the sub-
class (2.2), whose topological properties can be transferred to the whole class treated in [16]. Note
that M is expansive iff |A| ≤ B if B ≥ 2, or |A| ≤ |B + 2| if B ≤ −2. The tiles corresponding to
A = 2, B = −6 (disk-like) and A = 1, B = −3 (non disk-like) are depicted in Figure 1. Note that
for A = 0, the tile is just a rectangle. Thus we will suppose A 6= 0.

Part of this class was already studied as example in [1], namely for 0 < A ≤ B ≥ 2. The
case B ≥ 2, A < 0 can be treated similarly. However, for B ≤ −2, two new phenomena occur as
explained below.

The main tool to parametrize ∂T is the reduced contact automaton G(R). It is deduced from
the contact automaton that was introduced in [8] to compute the fractal dimension of ∂T . We
will recall its construction in Section 3. It has a finite and symmetric set of states R = −R and
transitions labeled by elements of D. It gives a description of the boundary of T as the attractor
of a graph iterated function system, or GIFS for short :

∂T =
⋃

s∈R

Ks (2.3)
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Figure 1. Tiles with collinear digit set : A = 2, B = −6 (left) and A = 1, B = −3 (right).

and
Ks =

⋃

s
a−→s′∈G(R)

M−1(Ks′ + a) (2.4)

for a (unique) vector (Ks)s∈R of non-empty compact sets. By [1], if the automaton G(R) is
strongly connected and some compatibility conditions are satisfied, then the parametrization can
be performed. The method is valid for our class in the case B ≥ 2. We will show how to adapt it
for the case B ≤ −2.

The first new phenomenon is the following. For det(M) = B < 0, one observes a flipping of the
boundary pieces. That is, the orientation of the boundary pieces changes at each iteration of (2.4)
(see Figure 3). Of course, one may think of taking M2 instead of M. This would keep the number
of states of G(R) but would have the disadvantage to square the number of digits. Indeed, D
should be replaced by D+MD. We will rather fake the flipping by doubling the number of states.

• For each state S ∈ R, we create the states S and S.

• For each transition S
a
−→ T ∈ G(R), we create the transitions S

a
−→ T and S

a
−→ T .

The resulting automaton is denoted by G′(R). It has 2 × |R| states. It is also a GIFS for the
boundary, but each boundary part Ks has been duplicated (compare Figure 2 and Figure 4). This
will allow us to switch between two different orientations of a same boundary part.

We denote by G the automaton G(R) if B > 0 or G′(R) if B < 0. We write r for the number
of states of G : r = |R| or r = 2|R|. Let us order arbitrarily the set of vertices and the transitions
of G. Thus (2.3) and (2.4) now read

∂T =

r⋃

i=1

Ki , Ki =
⋃

i
a|o
−−→j

M−1(Kj + a). (2.5)

Here, the transitions starting from i have been ordered (label o) from 1 and limax, the number of
these transitions. We call GO this ordered extension. It gives rise to a mapping

ΨO : GO → ∂T
w 7→

∑

j≥1 M
−jaj ,

(2.6)

for the infinite walk w = (i;o1,o2, . . .) := i
a1|o1

−−−→ s1
a2|o2

−−−→ . . . of GO. There are finitely many
possible ordered extensions GO. In Section 3, we will be able to find an ordered extension such
that the following compatibility conditions are satisfied.

ΨO(i; lmax) = ΨO(i + 1;1) (1 ≤ i ≤ r − 1) (2.7)

ΨO(r; lmax) = ΨO(1;1) (2.8)

ΨO(i;o, lmax) = ΨO(i;o+ 1,1) (1 ≤ i ≤ r, 1 ≤ o < limax). (2.9)



4 SHIGEKI AKIYAMA AND BENOÎT LORIDANT

Here, o is the infinite repetition oo . . .. So (i;1) is the infinite walk starting from the state i and
going along the transitions carrying the minimal order. For simplicity, the notation lmax is used
without reference to the current state. Therefore, the compatibility conditions express the idea
that the boundary parts (Ki) as well as their subdivisions can be ordered “as they appear around

the boundary” with matching extremities. In fact, ∂T =
⋃|R|
i=1Ki also holds in the flipping case

r = 2|R|. However, all the walks in the compatibility conditions are wandering along the whole
r-states automaton GO. When B < 0, no direct ordering of G(R) can be found to satisfy similar
conditions.

We now consider the second new phenomenon. In [1], the connection to the interval [0, 1] is
realized via a Dumont-Thomas number system induced by the strongly connected automaton GO.
Here, for B < 0, GO is disconnected. For A > 0, G(R) itself is not connected (see Figure 2). For
A < 0, G(R) is strongly connected but its double sized version fails to be. Nevertheless, in both
cases, we shall see that GO consists of two identical irreducible components. Thus the number
system can also be introduced. It runs as follows. Since GO is made of one (B > 0) or two (B < 0)
copies of G(R), the data for this number system is all contained in G(R). Let dss′ be the number
of transitions in G(R) from s′ to s. Then the incidence matrix is

D := (dss′)s,s′∈R.

Let β be the Perron-Frobenius eigenvalue of D. A number system in [0, 1] mimics the ordered
GIFS (2.5) via uniform subdivisions of the interval [0, 1] (see Section 3). The subdivisions involve
power series of 1

β . Identifications occur in the number system. The above compatibility conditions

insure that they are reproduced in the boundary of T . This results in a continuous parametrization
C : [0, 1] → ∂T . Whether the parametrization is then injective or not can also be checked. In this
case, the tile T is disk-like.

In this way, we will be able to provide a similar description as in [1] for the whole class. Before
stating the theorems, we mention that some symmetry relation in our class will reduce the number
of cases to be treated. Let

P =

(
1 0
0 −1

)

, M1 =

(
0 −B
1 −A

)

, M2 =

(
0 −B
1 A

)

(2.10)

and D as in (2.2). Moreover, let T1 := T (M1,D) and T2 := T (M2,D). Then one can check that
PM1P

−1 = −M2, PD = D and

T2 = PT1 +
∑

i≥0

M−2i−1
2

(
|B| − 1

0

)

︸ ︷︷ ︸

=:v

. (2.11)

This is reflected by a tight connection between the automata describing the boundaries. In the
proposition below, we assume the ordered extension to have some symmetry property. It is a
natural choice related to symmetries of G(R). The exact definition is given in Section 5.

Proposition 2.1. For i = 1, 2, let Ti as above and Gi the associated reduced contact automata
(if B > 0) or double sized automata (if B < 0). Let GO1 be any symmetric ordered extension of
G1. Then there exists an ordered extension GO2 of G2 such that the following diagram commutes.

GO1
id

//

ΨO

1

��

GO2

ΨO

2

��

∂T1
f

// ∂T2

Here, f(x) = Px + v as in (2.11). Also, id is the identity on the infinite ordered walks
(i;o1,o2, . . .), but the digit labels may not be preserved.

The main theorem reads as follows.
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Theorem 1. Let (M,D) as in (2.2) and T be the self-similar tile satisfying MT = T +D. Then
there exists an algebraic integer β, a Hölder continuous mapping C : [0, 1] → ∂T with C(0) = C(1)
and a hexagon Q with the following properties. Let T0 := Q and (Tn)n≥1 defined by

MTn = Tn−1 +D.

Then :

(1) limn→∞ ∂Tn = ∂T (Hausdorff metric).
(2) For all n ∈ N, ∂Tn is a polygonal simple closed curve.
(3) Denote by Vn the set of vertices of ∂Tn. For all n ∈ N,

Vn ⊂ Vn+1 ⊂ C(Q(β) ∩ [0, 1]),

i.e., the vertices have Q(β)-addresses in the parametrization.

We can compare the parametrization in the above theorem with a Hausdorff measure on the
boundary. Since the tiles are self-affine but not necessarily self-similar, a generalized Hausdorff
measure is needed. It relies on a pseudo-norm w for which any expanding affine matrix M becomes
a similarity :

w(Mx) = | det(M)|1/2w(x) (x ∈ R2). (2.12)

For this pseudo norm, Hausdorff measures Hα
w (α > 0) and dimensions can be defined in a similar

way as for the Euclidean norm (see [9]). The following theorem will be easily derived from [1,
Theorem 2], where the contact automaton G(R) was assumed to be strongly connected.

Theorem 2. Let T as in Theorem 1, C be the corresponding parametrization. Furthermore, let
w be a pseudo-norm such that (2.12) holds,

α := 2
log(β)

log(| det(M)|)
.

and Hα
w the associated Hausdorff measure. Then, for each boundary part Ks (s ∈ R) as in (2.3),

∞ > Hα
w(Ks) > 0.

Moreover, there is a subdivision of the interval [0, 1], t0 := 0 < t1 < . . . < t|R| := 1 such that

1

c
Hα
w ( C([ti, t)) ) = t− ti (ti ≤ t ≤ ti+1),

where c :=
∑

s∈R Hα
w(Ks).

We compared here subintervals of [0, 1] with the Hausdorff measure on each boundary piece
(Ks)s∈R. In order to obtain the measure intertwining map from whole [0, 1] to ∂T , the measure
disjointness of these pieces would be needed. This does not follow from the open set condition.
This is more related to the Hausdorff dimension of the triple points in the tiling induced by T . In
this paper, we do not discuss further this point.

We can link the boundary parametrization to the recurrent set method. This method was
introduced by Dekking in [4, 5]. Given an endomorphism

σ :< a, b >→< a, b >

on the free group < a, b > generated by two letters and a homomorphism

g :< a, b >→ R2,

the boundary of a self-similar tile is constructed. It is approximated by a sequence of simple closed
curves. These curves represent the iterates of σ on the initial word aba−1b−1. Under a condition
of short range cancellations, the sequence converges in Hausdorff metric to the boundary of a
self-similar tile.

In our case, the tile T satisfying MT = T + D is given, and we are looking for appropriate
boundary substitution σ and embedding g. Let T be a self-affine Z2-tile as in Theorem 1. A
substitution arises naturally from the ordered GIFS (2.5). It sends the letter i to the sequence of
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letters j1j2 . . . jlmax
according to the ordered subdivisions in (2.5). We will see that GO has six

(B > 0) or twelve (B < 0) states. But by reasons of symmetry, the substitution will act on the
free group generated by only three letters a, b, c. Furthermore, let Q be the hexagon of Theorem 1.
We will prove that Q + Z2 is a tiling of the plane. We denote by C1, C2, . . . , C6 the consecutive
vertices of Q. Then g associates the letters to the sides of ∂Q :

g(a) = va := C2 − C1, g(b) = vb := C3 − C2, g(c) = vc := C4 − C3,

and is extended to a homomorphism on < a, b, c >. Also, given a reduced word a1 . . . am, let
p(a1 . . . am) stand for the polygonal path joining

0, g(a1), g(a1a2), . . . , g(a1 . . . am)

in this order by straight lines. By this correspondence, p(σ(abca−1b−1c−1)) will be a curve con-
gruent to ∂(Q+D) and more generally, p(σn(abca−1b−1c−1)) a simple closed curve congruent to
∂(Q+D + . . .+Mn−1D).

Theorem 3. Let the self-affine tile T and the sequence (Tn)n≥0 be as in Theorem 1. Then there
is an endomorphism σ :< a, b, c >→< a, b, c > and a homomorphism g :< a, b, c >→ R2 with the
following properties.

(1) For all n ≥ 0,

M−np(σn(abca−1b−1c−1))
︸ ︷︷ ︸

=: Kn

= ∂Tn + kn

for some kn ∈ R2.
(2) (Kn)n≥0 converges to a curve K in Hausdorff metric. Moreover,

K = ∂T + k

for some k ∈ R2.

The paper is organized as follows. In Sections 3 and 4, we treat the case A ≥ 0, B ≤ −2 in
details. Indeed, in this case G(R) is disconnected and the flipping occurs. In Section 3, we recall
the construction of G(R). We derive the parametrization of ∂T and the associated sequence of
approximations. Section 4 is devoted to the recurrent set method. In Section 5, we extend the
previous results to the whole class. We prove Proposition 2.1, and our theorems follow. We end
up the section with a new proof of the disk-likeness characterization. In Section 6, we eventually
make several comments about possible generalizations of our method.

3. G(R) and the boundary parametrization

In this section, we construct the reduced contact automaton G(R). We introduce its ordered
extension and obtain the boundary parametrization.

We first recall some definitions on automata. Let Λ be a finite set, or alphabet. Its elements are
letters and sequences of letters are words. Λ∗ denotes the set of finite words, Λω the set of infinite
words. If l = (l1, . . . , ln) ∈ Λ∗, we write |l| = n for the length of l and l|m = (l1, . . . , lm) for the
prefix of l of length m ≤ n. If l ∈ Λω, then |l| = ∞ and prefixes l|m are defined for all m ≥ 1. The
concatenation of two words a and b is denoted by a&b. If a word a is repeated infinitely many
times, we write a, meaning a&a&a . . .

An automaton is a quadruple A = (Λ, S, E, I) as follows.

• Λ is an alphabet.
• S is a finite set of states.
• I ⊂ S is a set of initial states.

• E ⊂ S × Λ× S is a set of transitions. If (s, l, s′) ∈ E, we write s
l
−→ s′.
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If for each (s, l) ∈ S × Λ a transition s
l
−→ s′ exists for at most one s′ ∈ S, we will say that the

automaton is weak deterministic ; if such a transition exists for exactly one s′ ∈ S, the automaton
is deterministic. In the other cases, we will call the automaton non-deterministic.

A walk w in the automaton A is a finite or infinite sequence of transitions (sn, ln, s
′
n)n≥1 such

that s1 ∈ I and s′n = sn+1. We write

w : s1
l1−→ s2

l2−→ s3
l3−→ . . . (3.1)

We say that w starts from s1, and if w is finite of the form (sn, ln, s
′
n)1≤n≤m, we say it ends at

s′m. Having two walks w and w′ such that w ends where w′ starts, we may concatenate them
and write w&w′. The associated sequence l = (ln) of letters of a walk w is the label of w. If the
automaton is deterministic or weakly deterministic, then the walk w is completely defined by its
starting state s1 and its label l, hence we may simplify the notation and write w = (s1; l).

As for words, we can define length and prefixes of the walk : the length of w is simply |w| = |l|
and a prefix w|m (m ≤ |w|) consists of the first m transitions of w :

w|m : s1
l1−→ s2

l2−→ . . .
lm−→ sm.

Let us recall the construction of the automaton G(R). Let T = T (M,D) be an integral self-
affine Z2-tile. Let e1, e2 be the canonical basis of Z2 and R0 := {0,±e1,±e2}. Define recursively
the sets

Rn := {k ∈ Z2; (Mk +D) ∩ (l +D) 6= ∅ for some l ∈ Rn−1}

and R :=
⋃

n≥0Rn \ {0}. Then R is a finite set called contact set ([8]). It is used to describe the

boundary of T . Let M ⊂ Z2 and G(M) be the automaton defined as follows. The states of G(M)
are the elements of M , and for k, l ∈M , there is a transition

k
a|a′

−−→ l (a, a′ ∈ D) iff Mk + a′ = l+ a.

We may also simply write k
a
−→ l for such a transition, since a′ is then uniquely determined. G(R)

is called the contact automaton of T . It happens that states of G(R) have no outgoing transitions.
Thus we deal with the reduced contact automaton. Let Red(G(M)) be the graph emerging from
G(M) when all states that are not the starting state of an infinite walk in G(M) are removed.
Define R to be the subset of R such that Red(G(R)) = G(R). Then, there are non-empty compact
sets (Ks)s∈R such that

∂T =
⋃

s∈R

Ks (3.2)

and

Ks =
⋃

s
a−→s′∈G(R)

M−1(Ks′ + a). (3.3)

This was proved in [1]. Thus the boundary of T is the attractor of this graph iterated function
system (see [7, 18]). G(R) is usually smaller than the boundary GIFS encountered in the litera-
ture [11, 13]. Indeed, the set of states of the latter consists of all the neighbors of T , that is, the
tiles T + s with T ∩ (T + s) 6= ∅. This may be very large if T is not disk-like.

In the remaining part of this section, we suppose that the matrix M and the digit set D are as
in (2.2), where A ≥ 1 and B ≤ −3 (remember that for A = 0, T is just a rectangle). In this case,

R = {±P,±Q,±N}

with

P =

(
1
0

)

, Q =

(
A+ 1
1

)

, N =

(
A
1

)

.

The automaton G(R) is depicted on Figure 2. The symmetries in G(R) follow from the fact that

k
a|a′

−−→ l if and only if −k
a′|a
−−→ −l.
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P N

Q

−P −N

−Q

|B| − 1 0

0 A
...

...
|B| −A− 1 |B| − 1

0 A+ 1
...

...
|B| −A− 2 |B| − 1

|B| −A− 1 0
...

...
|B| − 1 A

|B| −A 0
...

...
|B| − 1 A− 1

0 |B| − 1

A 0
...

...
|B| − 1 |B| −A− 1

A+ 1 0
...

...
|B| − 1 |B| −A− 2

0 |B| −A− 1
...

...
A |B| − 1

0 |B| −A
...

...
A− 1 |B| − 1

Figure 2. Reduced contact automaton G(R) for A ≥ 1, B ≤ −3.

x1

x2

x3

x4

KP

KQ
KN

x1 = f0(x4)

f0(x3)

f0(x2) = f1(x4)

x2 = f1(x3)

KP ∪KQ ∪KN . KP = f0(KN ) ∪ f0(KQ) ∪ f1(KN ).

Figure 3. Flipping for (A,B) = (2,−4).

We now come to the parametrization. We have a surjective mapping

ψ : G(R) → ∂T
w 7→

∑

j≥1 M
−jaj ,

(3.4)

where w : s1
a1−→ s2

a2−→ . . . is an infinite walk in the automaton G(R). We wish to connect
the interval [0, 1] to the boundary ∂T via G(R). This is done by introducing a number system
associated to G(R). We proceed in four steps.

Step 1. First note that since B = det(M) < 0, a flipping occurs. Hence the orientation of the
boundary pieces changes at each iteration of (2.4), as explained in Figure 3. The picture shows the
flipping for the (roughly represented) boundary part KP . Since taking M2 instead of M would
square the number of digits, we fake the flipping by doubling the number of states.

• For each state S ∈ R, we create the states S and S.

• For each transition S
a
−→ T ∈ G(R), we create the transitions S

a
−→ T and S

a
−→ T .

The resulting automaton G′(R) is depicted in Figure 4.

Step 2. To define the number system, we need a weak deterministic version of the double sized
automaton. This is obtained by ordering its states and transitions. The states are ordered from
1 to 12. The transitions starting from a state i are then ordered from 1 to lmax. Note that lmax
depends on i. We call this ordered extension G(R)o. It is depicted in Figure 5. In this figure
we kept track of the digits associated to the edges. In this way, the whole set of transitions is an
ordered set, from the transition (1; 1) to the transition (12; lmax). A direct consequence is that for
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P Q N

N Q P

|B| − 10
...

|B| −A− 1

|B| − 1

0
...

|B| −A− 1

|B| −A− 1
...

|B| − 1

|B| −A− 1
...

|B| − 1

0
...

|B| −A− 2

|B| −A
...

|B| − 1

0
...

|B| −A− 2

|B| −A
...

|B| − 1

−P −Q −N

−N −Q −P

0A
...

|B| − 1

0

A
...

|B| − 1

0
...
A

0
...
A

A+ 1
...

|B| − 1

0
...

A− 1

A+ 1
...

|B| − 1

0
...

A− 1

Figure 4. Faking the flipping.

12 Q = 2 10

N = 3 11 P = 1

|B| − 1 10 1
...

...
|B| −A− 1 lmax

|B| − 1 1

0 lmax

...
...

|B| −A− 1 1

|B| −A− 1 1
...

...
|B| − 1 lmax

|B| −A− 1 lmax

...
...

|B| − 1 1

0 2
...

...
|B| −A− 2 lmax − 1

|B| −A lmax − 1
...

...
|B| − 1 2

0 lmax − 1
...

...
|B| −A− 2 2

|B| −A 2
...

...
|B| − 1 lmax − 1

9 −Q = 5 7

−N = 6 8 −P = 4

0 1A lmax

...
...

|B| − 1 1

0 1

A 1
...

...
|B| − 1 lmax

0 lmax

...
...

A 1

0 1
...

...
A lmax

A+ 1 lmax − 1
...

...
|B| − 1 2

0 2
...

...
A− 1 lmax

A+ 1 2
...

...
|B| − 1 lmax − 1

0 lmax − 1
...

...
A− 1 2

Figure 5. Ordered extension G(R)o for A ≥ 1, B ≤ −3.

each n the set of walks of length n is also lexicographically ordered, as well as the set of infinite
walks. The minimal walk is then

wmin = (1; 1, 1, 1, . . .) = (1; 1)

and the maximal walk is

wmax = (12; lmax)

(that is, all the transitions are labeled by the maximal order).

Note that the infinite walks starting from the states 1 to 6 are enough to describe the boundary.
The states 7 to 12 describe the same boundary parts, but are oriented in the reverse direction.
More precisely, we have the following relation. Let (Ks)s∈R be the attractor associated to G(R)
(see (3.3)). Also, let (Ki)1≤i≤12 be the solution of the GIFS G(R)o :

Ki =
⋃

i
a−→j∈G(R)o

M−1(Kj + a), (3.5)

Then the following correspondence holds.

KP = K1 = K12 KQ = K2 = K11 KN = K3 = K10

K−P = K4 = K9 K−Q = K5 = K8 K−N = K6 = K7.
(3.6)

Step 3. Consider the incidence matrix of G(R). It consists of two equal primitive blocks of size
3× 3. We call β the Perron Frobenius eigenvalue of these blocks and (uP , uQ, uN ) the positive left
eigenvector with uP + uQ+ uN = 1

2 . Let D be the incidence matrix of G(R)o. It follows from the
first two steps that β is the dominant eigenvalue of D. It has multiplicity 2 and setting

u1 = u4 = u9 = u12 := uP , u2 = u5 = u8 = u11 := uQ, u3 = u6 = u7 = u10 := uN ,

then (ui)1≤i≤12 is the positive left eigenvector of D of length 2.
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Step 4. We eventually obtain the number system. The walks w = (i; o1, o2, . . .) starting from
the state i will be sent to a subinterval of [0, 1] of length ui. We define the transition function

φ0(i; o) =







0, if o = 1
∑

1 ≤ k < o,

i
k
−→ j

uj, if o 6= 1.

We write G(R)o+ when restricting the initial states of G(R)o to {1, . . . , 6}. Also, we set u0 := 0.

Proposition 3.1. Let φ be the mapping

φ : G(R)o+ −→ [0, 1]
w 7→ limn→∞ ( u0 + u1 + . . .+ ui−1

+ 1
βφ

0(i; o1) +
1
β2φ

0(s1; o2) + . . .+ 1
βnφ

0(sn−1; on) )

whenever w is the infinite walk :

w : i
o1−→ s1

o2−→ . . .
on−→ sn

on+1
−−−→ . . . .

Then φ is well-defined, increasing and onto.

The proof of this proposition is straight forward and can be done in the same way as in [1,
Proposition 3.2]. The result is also known as Dumont-Thomas number system [6] in the context
of substitutive numeration systems. The identifications in this number system play an essential
rôle in our construction. Let w 6= w′ ∈ G(R)o+, say for example w >lex w

′. Then φ(w) = φ(w′)
if and only if

1.

{
w = (i+ 1; 1)

w′ = (i; lmax)
or 2.

{
w = (j; o1, . . . , om, o+ 1, 1)

w′ = (j; o1, . . . , om, o, lmax)
(3.7)

holds for some state i = 1, . . . , 6 or some prefix (j; o1, . . . , om) and an order o. Thus if t ∈ [0, 1],
φ−1(t) consists of at most two elements (see also [1, Lemma 3.3]).

We are now ready to connect the interval [0, 1] to ∂T . Let

φ(1) : [0, 1] −→ G(R)o+

t 7→ maxlex φ−1(t),
(3.8)

where maxlex maps a finite set of walks to its lexicographically maximal walk. Also, we define the
natural projection from the ordered extension to the GIFS :

Pr : G(R)o+ −→ G(R)

(i; o1, o2, . . .) 7→ I
a1−→ S1

a2−→ . . .
(3.9)

It can be visualized in Figure 5 via the walk i
a1|o1

−−−→ s1
a2|o2

−−−→ . . . and the correspondence

1, 12 ↔ P 2, 11 ↔ Q 3, 10 ↔ N . . .

and so on as in (3.6).

Proposition 3.2. The mapping C : [0, 1]
φ(1)

−−→ G(R)o+
Pr
−−→ G(R)

ψ
−→ ∂T is onto and Hölder

continuous.

By the correspondence (3.6), the proof will be very similar to the proof given in [1, Propositions
3.4, 3.5]. C is continuous on a dense set, independently of the choice of G(R)o. Our particular
choice will give the continuity on the remaining countable part C of [0, 1]. By the GIFS property,
it is enough to check the continuity on a finite set of points in C. This is the purpose of the lemma
below. The proof is then inductive.

For the purpose of the proof we extend the definitions of φ and Pr to the whole automaton
G(R)o.
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Lemma 3.3. The compatibility conditions

ψ(Pr(i; lmax)) = ψ(Pr(i + 1;1)) (1 ≤ i ≤ 11) (3.10)

ψ(Pr(12; lmax)) = ψ(Pr(1;1)) (3.11)

ψ(Pr(i;o, lmax)) = ψ(Pr(i;o+ 1,1)) (1 ≤ i ≤ 12, 1 ≤ o < limax) (3.12)

ψ(Pr(6; lmax)) = ψ(Pr(1;1)). (3.13)

hold.

Proof. Note that the walks in the above equalities end up in cycles in G(R)o. Thus these are
finitely many equalities between eventually periodic points. We mentioned in [1] a way to check
them by the use of automata. The equalities involve pairs of sequences (an)n≥1 and (a′n)n≥1 that
lead to the same point :

∑

n≥1

M−nan =
∑

n≥1

M−na′n.

The definition of the transitions in G(R) has the following consequence. If the infinite walks






s
a1|a

′′
1−−−→ s1

a2|a
′′
2−−−→ s2

a3|a
′′
3−−−→ . . .

s
a′1|a

′′
1−−−→ s′1

a′2|a
′′
2−−−→ s′2

a′3|a
′′
3−−−→ . . .

exist in G(R), then
∑

n≥1 M
−nan =

∑

n≥1 M
−na′n. In fact, this is an equivalence if one enlarges

G(R) to the automaton G(S). Here, S ⊃ R is the set of all neighbors of T (see [1, Section 4]).

Conditions (3.10), (3.11) and (3.13) are easily seen. Indeed, for i = 1, we have the equalities :

Pr(1; lmax) = 1
|B|−A−1
−−−−−−→ 10

|B|−1
−−−−→ 1

|B|−A−1
−−−−−−→ . . .

P r(2; 1) = 2
|B|−A−1
−−−−−−→ 4

|B|−1
−−−−→ 6

|B|−A−1
−−−−−−→ . . .

These walks are cycles of length 2 with the same labels. Hence the equality

ψ(Pr(1; lmax)) = ψ(Pr(2; 1))

holds trivially. The other cases are treated similarly. Note that (3.13) means C(0) = C(1).

For (3.12), we treat the case i = 1. The parity of o (1 ≤ o < lmax) is of importance. If o is odd,
then

Pr(1; o, lmax) = 1
a
−→ Pr(10; lmax)

Pr(1; o+ 1, 1) = 1
a
−→ Pr(11; 1).

for some digit a. Hence, by (3.10), the equality

ψ(Pr(1; o, lmax)) = ψ(Pr(1; o + 1, 1))

again holds trivially. If o is even, we have

Pr(1; o, lmax) = 1
a
−→ Pr(11; lmax)

Pr(1; o+ 1, 1) = 1
a+1
−−→ Pr(10; 1).

for some a ∈ {0, . . . , |B| −A− 2}. The label of Pr(11; lmax) is (an)n≥1 = (|B| −A− 1)(|B| − 1),

and the label of Pr(10; 1) is (a′n)n≥1 = (|B| − 1)0. Hence it remains to check that these digit
sequences lead to the same boundary point, that is

∑

n≥1

M−nan =
∑

n≥1

M−na′n.

This is because the walks






P
a|a′′

−−−→ Q
|B|−A−1|0
−−−−−−−→ Q

|B|−1|A
−−−−−→ Q

|B|−A−1|0
−−−−−−−→ . . .

P
a+1|a′′

−−−−−→ N
|B|−1|0
−−−−−→ P

0|A
−−→ N

|B|−1|0
−−−−−→ . . .

both exist in G(R) for some digit a′′.

The proof is similar for the other relevant values of i. �
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Proof of Proposition 3.2. Let

C := {t ∈ [0, 1] ; t = u0 + u1 + . . .+ ui−1 +
1
βφ

0(i; o1) +
1
β2φ

0(s1; o2) + . . .+ 1
βmφ

0(sm−1; om)

for some finite walk i
a1|o1
−−−→ s1

a2|o2
−−−→ . . .

am|om
−−−−→ sm ∈ G(R)o}.

Then it can be shown that C is continuous on C, right continuous on [0, 1] \ C and that limt− C
exists also for all t ∈ [0, 1] \ C. These properties would be valid for any ordering of the automaton.
But our special choice of G(R)o has also left continuity properties. Lemma 3.3 implies the left
continuity of C at the points associated to walks of length m = 0 and m = 1 in the definition of
C. Let now t ∈ C associated to a walk of length m ≥ 2 but not to a walk of smaller length. Thus

t = φ(i; o1, . . . , om, 1
︸ ︷︷ ︸

w

)

with om 6= 1. We write (a1, a2, . . .) for the labeling sequence of Pr(w). Also, we write fa(x) :=
M−1(x+ a). Then,

C(t) = ψ(Pr(w)) = fa1 ◦ . . . ◦ fam ◦ ψ(Pr(j; om, 1))
= fa1 ◦ . . . ◦ fam ◦ ψ(Pr(j; om − 1, lmax)) (by Condition (3.12))
= C(t−)

(here j is the ending state of the walk w|m−1 in the automaton G(R)o). Thus C is left continuous
in t.

The Hölder continuity is then a consequence of the left continuity. It can be proved as in [1]. �

We finally give the sequence of polygonal approximations associated to the above parametriza-
tion and prove that they are simple closed curves.

Let C : [0, 1] → ∂T be the parametrization of Proposition 3.2. For N points M1, . . . ,MN of
Rd, we denote by [M1, . . . ,MN ] the curve joining M1, . . . ,MN in this order by straight lines.

Let w
(n)
1 , . . . , w

(n)
Nn

be the finite walks of length n of the automatonG(R)o+ in the lexicographical
order :

(1; 1, . . . , 1) = w
(n)
1 ≤lex w

(n)
2 ≤lex . . . ≤lex w

(n)
Nn

= (6; lmax, . . . , lmax),

where Nn is the number of these walks. For n = 0, these are just the states 1, . . . , 6. Let

C
(n)
j := C(φ(w

(n)
j &1)) ∈ ∂T (1 ≤ j ≤ Nn).

Then we call

∆n :=
[

C
(n)
1 , C

(n)
2 , . . . , C

(n)
Nn
, C

(n)
1

]

,

the n-th approximation of ∂T .

We will need the following lemmas. The first one interprets these approximations as the iterated
sequence of the GIFS G(R). We write G(R)o+n (i) for the walks of length n starting from the state
i. Also, for w of length n, we write w+1 the next walk in the lexicographical order. We make the
convention that the maximal walk has the minimal one as follower. For i = 1 . . . 6, let

∆
(n)
i :=

⋃

w∈G(R)o+n (i)

[
C(φ(w&1)), C(φ(w+1&1))

]
.

Lemma 3.4. For all n ∈ N,
{

∆n =
⋃6
i=1 ∆

(n)
i

∆
(n+1)
i =

⋃

i
a−→j∈G(R)

M−1(∆
(n)
j + a).

(3.14)

Proof. This is a consequence of the left continuity of the parametrization. The proof is inductive.
Note that

Pr(j; 1) = Pr(13− j; lmax)
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for all j = 1, . . . , 6 by construction of G(R)o. Therefore,
⋃

i
a

−→j∈G(R)
fa(∆

(0)
j ) =

⋃

i
a|o
−−→13−j∈G(R)o+(i)

fa(
[
ψ(Pr(13 − j; lmax)), ψ(Pr(12 − j; lmax))

]
)

=
⋃

i
a|o
−−→13−j

fa(
[
ψ(Pr(13 − j; lmax)), ψ(Pr(13 − j; 1))

]
) by (3.10)

=
⋃

i
a|o
−−→13−j

[
ψ(Pr(i; o, lmax)), ψ(Pr(i; o, 1))

]

=
⋃

i
a|o
−−→j∈



ψ(Pr(w+1&1)), ψ(Pr( i; o
︸︷︷︸

w

, 1))



 by (3.12)

= ∆
(1)
i .

The induction step goes similarly. �

The second lemma exhibits a tiling of the plane by hexagons naturally associated to the

parametrization. will simply write C1, . . . , C6 instead of C
(0)
1 , . . . , C

(0)
6 . Hence we have:

C1 = ψ(0(|B| − 1)), C2 = ψ((|B| −A− 1)(|B| − 1)), C3 = ψ((|B| − 1)(|B| −A− 1)),

C4 = ψ((|B| − 1)0), C5 = ψ(A0), C6 = ψ(0A).
(3.15)

Lemma 3.5. [C1, . . . , C6, C1] is a simple closed curve. Let Q be the closure of its bounded comple-
mentary component. Then Q+Z2 is a tiling of the plane. Two neighboring tiles have 1-dimensional
intersection. Moreover, the neighbors of Q are the tiles Q+ s with s ∈ R, that is,

∂Q =
⋃

s∈R

Q ∩ (Q+ s).

Proof. The proof is similar as in [1, Proposition 5.5]. The coordinates of the vertices of Q can be
computed as rational expressions in A,B. The following relations hold.

C3 = C1 + (A, 0), C4 = C6 + (A, 1), C2 = C4 + (1, 0), C1 = C5 + (1, 0). (3.16)

Moreover, C6 − C5 = ( (A−1)A
|B|+1−A ,

A
|B|+1−A ). This gives the relative position of the vertices and the

lemma then follows from geometrical considerations. �

We define the natural approximations of T , when starting with the polygon Q. Let T0 := Q,
the hexagon of the above proposition and for all n ≥ 0,

MTn+1 =
⋃

a∈D

(Tn + a).

By the preceding lemma, MnTn is a union of |D|n hexagons congruent to Q. Since two neighboring
hexagons have a one dimensional intersection, this union is disk-like (see [1, Proposition 5.6]).
Moreover, the equality

∆n = ∂Tn (3.17)

holds for all n. It was proved in [1] by showing that ∂Tn fulfills the same recurrence relation as
∆n, given here in Lemma 3.4. Thus ∆n is a simple closed curve.

This leads to the following proposition.

Proposition 3.6. ∆n is a simple closed polygonal curve and its vertices have Q(β)-addresses.
Moreover, (∆n) converges to ∂T in Hausdorff metric.

Proof. By definition, ∆n is a closed polygonal curve. The vertices have Q(β)-addresses, since they
correspond to the finite sums in Proposition 3.1. The convergence in Hausdorff metric follows
from Lemma 3.4, since ∂T is the attractor of the GIFS G(R). The fact that ∆n is a simple curve
follows from its equality to ∂Tn. �

Examples of the polygonal tiling and the approximation sequences are given in Figure 6 (disk-
like tile) and Figure 7 (non disk-like tile).
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0.5

1
0

-1 0 654

2.5
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43.5

1.4
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3

1

0.8

2.5

0.6
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2
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1.51

Figure 6. A = 2, B = −6 : polygonal tiling, ∆0, . . . ,∆4
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1.5
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0
20

1

3 41-1

32.521.51

1.6

1.4

1.2

1

0.8

0.6

0.4

Figure 7. A = 1, B = −3 : polygonal tiling, ∆i (i = 0, 1, 2, 5, 6).

4. The relation to the recurrent set method

The recurrent set method was introduced in [4, 5]. It produces fractal curves from a given
substitution and an embedding into the plane. An assumption called short range cancellation
is required for the substitution. A fractal curve obtained in this way is the boundary of a self-
similar tile. Conversely, given a self-similar tile, it may not be easy to find an associated boundary
substitution satisfying short range cancellation and the appropriate embedding. For example, the
class of self-similar tiles produced by substitutions on two letters was characterized in [22]. We
will show that our class can entirely be described via the recurrent set method by substitutions
on three letters.

Let T = T (M,D) be defined by the matrix M and the digit set D as in (2.2). We treat the
case A > 0, B < 0. A substitution is read off from the ordered contact automaton. It is the
endomorphism of the free group over three letters < a, b, c >, first defined for a, b, c according to
Figure 5:

a → (ċḃ)|B|−A−1ċ

b → (ḃċ)Aḃ
c → ȧ

where ȧ, ḃ, ċ stand for the inverses of the letters a, b, c. This definition is then extended to < a, b, c >
by concatenation. We call this substitution σ.
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Remark 4.1. The original twelve letters are reduced to six (a, b, c and their inverses). This is
because there will be three directions, along which we will draw the curves in the plane. Firstly,
a, b, c are associated to 1, 2, 3, and ȧ, ḃ, ċ to 4, 5, 6, since the underlying elements of R are exactly
P,Q,N,−P,−Q,−N . Secondly, 7, 8, 9, 10, 11, 12 are associated to c, b, a, ċ, ḃ, ȧ respectively, as the
states 7, . . . , 12 are redundancies to fake the flipping (i and 13 − i give the same direction but
reverse orientation).

Let Q be the hexagon whose vertices C1, . . . , C6 were defined in (3.15). We proved in Lemma 3.5
that Q + Z2 is a tiling of the plane. This allows us to construct directed curves in the plane as
follows. Let

va := C2 − C1, vb := C3 − C2, vc := C4 − C3,
vȧ := C5 − C4 = −va, vḃ := C6 − C1 = −vb, vċ := C1 − C6 = −vc,

and g the homomorphism

g : < a, b, c > → R2

o1o2 . . . on → vo1 + . . .+ von .

The important property of g is that it connects the action of σ on the words and the action of M
on the plane. More precisely, for all words w ∈< a, b, c >,

g(σ(w)) = Mg(w). (4.1)

Given a reduced word a1 . . . am, let p(a1 . . . am) stand for the polygonal path joining

0, g(a1), g(a1a2), . . . , g(a1 . . . am)

in this order by straight lines. So if W0 := abcȧḃċ, then the curve p(W0) is the boundary of
the hexagon Q up to a translation by −C1. We say that a directed curve encloses clockwise
(resp. counterclockwise) a bounded set Q0 if it is a simple closed curve oriented clockwise (resp.
counterclockwise) and equal to the boundary of Q0.

Proposition 4.2. For all n ≥ 1, p(σn(W0)) encloses

Q− C1 +

n−1∑

k=0

g(σk(ȧbc)) +D + . . .+Mn−1D,

clockwise if n is odd and counterclockwise if n is even.

Proof. The inductive proof runs as [1, Proposition 6.2].

First note that p(W0) = p(abcȧḃċ) encloses Q− C1 counter-clockwise. For n = 1,

p(σ(abcȧḃċ)) = p((ċḃ)|B|ȧ(cb)|B|a)

= p(ȧa(ċḃȧa)|B|−1ċḃȧ(cb)|B|a)

= p(ȧ(aċḃȧ)|B|(cb)|B|a)

= g(ȧ) +
⋃|B|−1
x=0

[

p(aċḃȧcb) + xg(aċḃȧ)
]

\
⋃|B|−1
x=1

[

p(ȧ) + xg(aċḃȧ)
]

= g(ȧ) +
⋃|B|−1
x=0

[

p(aċḃȧcb) +

(
x
0

)]

\
⋃|B|−1
x=1

[

p(ȧ) +

(
x
0

)]

.

We made a slight abuse of notation : the endpoints of the translates of p(ȧ) are in fact included in

the curve p(σ(abcȧḃċ)). Each p(aċḃȧcb) +

(
x
0

)

encloses clockwise the boundary of the hexagon

Q− C1 + g(cb) +

(
x
0

)

,

and these hexagons are essentially disjoint by the tiling property of Q. Thus p((σ(abcȧḃċ)) is
the boundary of the union Q − C1 + g(ȧcb) + D of hexagons glued together through the edges

p(ȧ) +

(
x
0

)

. The intersections are one-dimensional. In other words, p((σ(abcȧḃċ)) encloses

Q− C1 + g(ȧbc) +D.
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Suppose now the statement true for some n ≥ 1. Then

p(σn+1(abcȧḃċ)) = p(σn(ȧa(ċḃȧa)|B|ȧ(cb)|B|a))

= p((σn(ȧ(aċḃȧ))|B|(cb)|B|a)

= g(σn(ȧ)) +
⋃|B|−1
x=0

[

p(σn(aċḃȧcb)) + xg(σn(aċḃȧ))
]

\
⋃|B|−1
x=1

[

p(σn(ȧ)) + xg(σn(aċḃȧ))
]

Using the induction hypothesis and the equality (4.1), it follows that p(σn+1(abcȧḃċ)) encloses the
union of tiles

Q− C1 +D + . . .+MnD + g(ȧbc) + . . .+ g(σn−1(ȧbc)) + g(σn(ȧbc))

(clockwise or counter-clockwise, depending on the parity of n), and we are done.

�

5. The other cases

In this section, we show that the previous construction of parametrization holds for the whole
class and we characterize the disk-like cases. Theorems 1, 2 and 3 were proved for B > 0, A > 0
in [1] and will follow from the results of Sections 3 and 4 for B < 0, A > 0. The remaining cases
are easily seen as a consequence of (2.11). However, it just gives the existence of the corresponding
parametrization for the latter two cases. By proving Proposition 2.1, we want to make sure that
our method is efficient to produce directly these parametrizations.

We give the meaning of symmetric ordered extension GO. Every state of an ordered extension
GO of G(R) is associated to a state s ∈ R (sometime via s in the case B < 0). We call GO

symmetric if the transitions

(B > 0) s
a
−→ s′ and − s

|B|−1−a
−−−−−−→ −s′ are given the same order o.

(B < 0 s
a
−→ s′ and − s

|B|−1−a
−−−−−−→ −s′ (as well as s

a
−→ s′ and −s

|B|−1−a
−−−−−−→ −s′ )

are given the same order o.

(5.1)

Proof of Proposition 2.1. We construct the extension GO2 . The main property we use is the fol-

lowing. Remember that s
a|a′

−−→ s′ (s, s′ ∈ R) is a transition in the reduced automaton G(R) if and
only if Ms+ a′ = s′ + a. R is symmetric, that is, R = −R. Moreover,

s
a
−→ s′ ∈ G1(R1) ⇐⇒ −s

|B|−1−a
−−−−−−→ −s′ ∈ G1(R1)

⇐⇒ −Ps
a
−→ Ps′ ∈ G2(R2) ⇐⇒ Ps

|B|−1−a
−−−−−−→ −Ps′ ∈ G2(R2)

(5.2)

This can be seen from the construction of G(R) (Section 3).

We now build up GO2 by introducing an order on G2 as follows. Suppose first that B > 0, that
is, G1 = G1(R1) and G2 = G2(R2). Since R2 = PR1, we naturally transfer the order chosen for
R1 to R2 :

s↔ i 7−→ Ps↔ i (5.3)

However, we transfer the transitions (i;o) of GO1 to transitions of GO2 in a different manner:

s
a
−→ t↔ i

a|o
−−→ j 7−→ Ps

|B|−1−a
−−−−−−→ −Pt↔ i

|B|−1−a | o
−−−−−−−−→ j′ ∈ GO2 (5.4)

(thus j′ is defined via P(−t) ↔ j′). We prove that if w = (i;o1,o2, . . .) is a walk in GO1 , then it
is also a walk in GO2 . Let us write

Pr1(w) = s
a1−→ s1

a2−→ s2
a3−→ . . . ∈ G1.

Then the walk

w′ := Psi
|B|−1−a1
−−−−−−→ −Ps1

a2−→ Ps2
|B|−1−a3
−−−−−−→ . . . ∈ G2.
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Figure 8. A = −2, B = −6 : polygonal tiling, ∆0, . . . ,∆4

This is a consequence of (5.2). It now follows from (5.4) and the assumption of symmetry of the
ordered extension GO1 that

i
|B|−1−a1|o1

−−−−−−−−→ j′1
a2|o2
−−−→ j2

|B|−1−a3|o3
−−−−−−−−→ . . . ∈ GO2 .

This argument even shows a one to one correspondence between GO1 and GO2 . Moreover, let Pr2
the natural projection from GO2 to G2 and ψ2 the boundary mapping. Then

GO1
id
−→ GO2

Pr2−−→ G2
ψ2
−−→ ∂T2

w 7→ w 7→ w′ 7→ ψ2(w
′),

where

ψ2(w
′) = M−1

(
|B| − 1− a1

0

)

+M−2

(
a2
0

)

+M−3

(
|B| − 1− a3

0

)

+ . . .

= Pψ1((Pr1(w)) + v.

The case of B < 0 is treated similarly. �

Remark 5.1. The consequences of this proposition are that :

(1) the compatibility conditions (2.7) to (2.9) are equivalently fulfilled by GO1 and GO2 ;
(2) the same (Dumont Thomas-like) number system is associated to GO1 and GO2 .

We are now able to prove all our theorems.

Proof of Theorem 1. The theorem is a direct consequence of the previous sections for the case
(A ≥ 1, B ≤ −3). Indeed, by Proposition 3.2, we obtain a Hölder continuous parametrization
C : [0, 1] → ∂T , and Lemma 3.5 gives the corresponding hexagon Q. Equality (3.17) together with
Proposition 3.6 insure that the parametrization and the associated sequence of approximations
have the required properties (1),(2),(3) of the theorem.

The symmetric case (A ≤ −1, B ≤ −3) follows from Proposition 2.1, with the simple relation
C(t) = f(C′(t)) between two parametrizations C for (A,B) and C′ for (−A,B) (A ≤ −1). The
proof for (A ≥ 1, B ≥ 2) was given in [1, Theorem 4] and again the symmetric case (A ≤ −1, B ≥ 2)
follows from Proposition 2.1.

�

Figure 8 represents the case A = −2, B = −6. It can be also obtained from Figure 6 after
reflection by x-axis and translation.

Proof of Theorem 2. The theorem was proved in [1, Theorem 2] in the case that the contact
automaton G(R) is strongly connected. It is an application of [9, 17] that mainly relies on an
open set condition for the GIFS (see also [1, Proposition 3.13]).

Note that for (A ≥ 1, B ≤ −3) the automaton G(R) is disconnected and consists of two
strongly connected components (see Figure 2). These two components have the same incidence
matrix. Thus the results apply separately on each component for a common generalized Hausdorff
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measure. Let β the Perron Frobenius eigenvalue associated to the components of G(R), as in Step
3 of Section 3. Let Hα

w, where

α := 2
log(β)

log(| det(M)|)
.

Then we have ∞ > Hα
w(Ks) > 0 for each boundary part Ks (s ∈ R). Moreover, there is a

separation property :

Hα
w(Ks) =

1

β

∑

s
a−→s′∈G(R)

Hα
w(Ks′).

This remains true for the attractor (Ki)1≤i≤12 of the duplicated automaton of Figures 5, because
of the correspondence (3.6). The proof then runs as in [1].

The case (A ≥ 1, B ≥ 2) is part of [1, Theorem 4]. The remaining symmetric cases (for A ≤ −1)
are a consequence of Proposition 2.1. �

We mention that, for (A ≥ 1, B ≥ 2), we even proved in [1] the measure disjointness of the
boundary parts Ks (s ∈ R). In this case, the description reads as follows :

1

c
Hα
w ( C([0, t)) ) = t (t ∈ [0, 1])

with c = Hα
w(∂T ). The reason is that each intersection Ks∩Ks′ appeared in a smaller scale inside

some other boundary part Ks′′ . By symmetry, this description holds also for (A ≤ −1, B ≥ 2).
For the other cases, a more detailed study of the triple intersections would be necessary.

Proof of Theorem 3. The case (A ≥ 1, B ≤ −3) is a consequence of Proposition 4.2. Indeed,
M−np(σn(W0)) encloses

M−nQ−M−nC1 +M−n
n−1∑

k=0

g(σk(ȧbc)) +M−nD + . . .+M−1D,

that is,

M−np(σn(W0)) = ∂Tn + kn,

where kn = −M−nC1+
∑n
k=1 M

−kg(ȧbc). This gives the first equality of the theorem. Therefore,
the second equality holds, since (∂Tn)n≥0 converges to ∂T and (kn)n≥0 converges to

k =

∞∑

k=1

M−kg(ȧbc).

Let now (A,B) satisfy A ≤ −1 and B ≤ −3. Let C be the boundary parametrization of
the corresponding tile, and C′ of the tile associated to the symmetric case (−A,B). Then, by
Proposition 2.1, C(t) = f(C′(t)). Note that f contains a reflection with respect to the x-axis. Thus
a statement similar to Proposition 4.2 holds, after exchanging clockwise and counterclockwise. It
follows that Theorem 3 holds in the same manner as above.

The case (A ≥ 1, B ≥ 3) was treated in [1, Section 6] and the symmetric case (A ≤ −1, B ≥ 3)
follows again from Proposition 2.1. �

In [16], the disk-like tiles T (M,D) among our class were completely characterized. We are able
to give a new proof of this statement, by showing that the corresponding boundary parametrization
C : [0, 1] → ∂T is injective (up to C(0) = C(1)).

Proposition 5.2 (see [16]). Let M0 have characteristic polynomial x2 + Ax+B and

D0 = {0, v, 2v, . . . , (|B| − 1)v}

for some v ∈ Z2 such that v,M0v are linearly independent. Let T = T (M0,D0) be the tile defined
by M0T = T +D0. Then T is homeomorphic to a disk if and only if 2|A| ≤ |B + 2|.
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Proof. As noticed in Section 2, T (M0,D0) = CT (M,D), where C is an invertible matrix and
(M,D) is as in (2.2). Thus we just prove the statement for the latter subclass. Suppose that
A ≥ 1 and B ≤ −3. Let C be the parametrization of ∂T constructed in Section 3, in particular
Proposition 3.2 :

C : [0, 1]
φ(1)

−−→ G(R)o+
Pr
−−→ G(R)

ψ
−→ ∂T.

Remember that φ(1) is a reciprocal of φ : G(R)o+ → [0, 1] (Proposition 3.1).

We wonder for which choice of (A,B) the curve ∂T is a simple closed curve, that is, the
parametrization C is injective. The pairs of identified walks

{(w,w′) ∈ G(R)o ×G(R)o ; w 6= w′, φ(w) = φ(w′)}

are given by Equation (3.7). They give rise to an automaton Aφ (see [1, Proposition 4.1]), depicted
on Figure 9. In this figure, a walk is admissible if it starts from a colored state (initial state) and
passes through a double circled state (final state) infinitely many times. The admissible walks W
in Figure 9

W : s|s′
a1|o1 || a′1|o

′
1−−−−−−−−−→ s1|s

′
1

a2|o2 || a′2|o
′
2−−−−−−−−−→ . . .

consist exactly in the pairs w|w′ of walks in G(R)o+ :

w : s
a1|o1

−−−→ s1
a2|o2

−−−→ . . .

and

w′ : s′
a′1|o

′
1−−−→ s′1

a′2|o
′
2−−−→ . . .

for which φ(w) = φ(w′) (and w ≥lex w′, for simplicity). Since the core of the automaton is G(R)o+,
we did not represent the transitions. In this part, the two walks w,w′ do not yet distinguish.

We proved that such pairs lead to the same boundary point :

φ(w) = φ(w′) ⇒ ψ(Pr(w)) = ψ(Pr(w′)).

This insured the continuity of C. Thus they are included in the set of pairs

{(w,w′) ∈ G(R)o ×G(R)o ; w 6= w′, ψ(Pr(w)) = ψ(Pr(w′))}.

Note that C is injective if and only if both set of pairs are equal, that is if and only if

φ(w) = φ(w′) ⇔ ψ(Pr(w)) = ψ(Pr(w′)).

The latter pairs can also be read off from an automaton. This property was shown in [1,
Propositions 4.2, 4.5] and follows from the following fact. Let S := {s ∈ Z2 ; s 6= 0, T∩(T+s) 6= ∅}
be the set of neighbors of T . As mentioned in the proof of Lemma 3.3,

∑

n≥1

M−nan =
∑

n≥1

M−na′n ∈ ∂T

if and only if two infinite walks






s
a1|a

′′
1−−−→ s1

a2|a
′′
2−−−→ s2

a3|a
′′
3−−−→ . . .

s
a′1|a

′′
1−−−→ s′1

a′2|a
′′
2−−−→ s′2

a′3|a
′′
3−−−→ . . .

exist in G(S). Pulling back these walks to the ordered automaton, one obtains all the pairs (w,w′)
of walks of G(R)o+ representing the same boundary point. This splits into two automata : Aψ ,
for which (an)n≥1 6= (a′n)n≥1, and Asl, for which the walks w,w′ in G(R)o+ carry the same digit
labels (an)n≥1.

Suppose that 2A ≤ −B − 2. Using techniques of [19], one can compute that R = S. Thus in
this case G(R) = G(S) is the automaton depicted in Figure 2. The automata Aψ and Asl are
then easily computed and depicted in Figures 10 and 11. Since their union produces the same sets
of pairs as Aφ, it follows that the corresponding boundary parametrization C is injective, thus T
is disk-like.
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12|12 10|10

11|11

2|2

3|3 1|1

3|2

2|1

12|11

11|12 2|3

10|11 1|2

11|10

a|o+ 1 || a|o (o even)

a|o+ 1 || a|o (o odd)

a|o+ 1 || a+ 1|o (o even)

a|o+ 1 || a+ 1|o (o odd)

|B| − 1|1 || |B| − 1 |lmax

|B| −A− 1|1 || |B| −A− 1 |lmax

|B| − 1|1 || 0 |lmax

|B| −A− 1|1 || |B| − 1 |lmax

a|o+ 1 || a|o (o odd)

a+ 1|o+ 1 || a|o (o even)

a+ 1|o+ 1 || a|o (o odd)

a|o+ 1 || a|o (o even)

|B| − 1|1 || |B| − 1 |lmax

|B| −A− 1|1 || |B| −A− 1 |lmax

|B| − 1|1 || |B| −A− 1 |lmax

0|1 || |B| −A− 1 |lmax

9|9 7|7

8|8

5|5

6|6 4|4

6|5

5|4

9|8

8|9 5|6

7|8 4|5

8|7

a|o+ 1 || a|o (o even)

a|o+ 1 || a|o (o odd)

a+ 1|o+ 1 || a|o (o even)

a+ 1|o+ 1 || a|o (o odd)

0|1 || 0 |lmax

A|1 || A |lmax

0|1 || |B| − 1 |lmax

A|1 || 0 |lmax

a|o+ 1 || a|o (o odd)

a|o+ 1 || a+ 1|o (o even)

a|o+ 1 || a+ 1|o (o odd)

a|o+ 1 || a|o (o even)

0|1 || 0 |lmax

A|1 || A |lmax

0|1 || A |lmax

|B| − 1|1 || 0 |lmax

4|3 6|17|12 9|10
|B| − 1|1 || |B| − 1 |lmax

0|1 || 0 |lmax

0|1 || 0 |lmax

|B| − 1|1 || |B| − 1 |lmax

Figure 9. Aφ for A ≥ 1, B ≤ −3.

On the contrary, if 2A > −B − 2, then one can find t 6= t′ ∈ (0, 1) such that C(t) = C(t′).
Indeed, in this case, |B| −A− 1 ≤ A. Thus the following walks in G(R)o+ (Figure 5) exist :

w : 2
|B|−A−1|1
−−−−−−−→ 11

|B|−A−1|lmax

−−−−−−−−−→
|B|−A−1|1
−−−−−−−→ . . . ,

w′ : 5
|B|−A−1|o
−−−−−−−→ 8

|B|−A−1|o′

−−−−−−−−→ 5
|B|−A−1|o
−−−−−−−→ . . .

for some orders o,o′. Then ψ(Pr(w)) = ψ(Pr(w′)) holds trivially, whereas obviously

t := φ(w) < φ(w′) =: t′.

It follows that C has a double point, thus ∂T can not be a simple closed curve and T is not
disk-like.

Since changingA to −A does not change the topology of the corresponding tile (Equality (2.11)),
we have for A ≤ −1, B ≤ −3 that T is disk-like if and only if −2A ≤ −B − 2.

The case A ≥ 1, B ≥ 2 was proved using our method in [1, Section 5]. This also implies the
result for the symmetric case A ≤ −1, B ≥ 2. �
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12|12 10|10

11|11

2|2

3|3 1|1

11|12 2|3

10|11 1|2

a|o+ 1 || a+ 1|o (o even)

a|o+ 1 || a+ 1|o (o odd)

|B| − 1|1 || 0 |lmax

|B| −A− 1|1 || |B| − 1 |lmax

a+ 1|o+ 1 || a|o (o even)

a+ 1|o+ 1 || a|o (o odd)

|B| − 1|1 || |B| −A− 1 |lmax

0|1 || |B| −A− 1 |lmax

9|9 7|7

8|8

5|5

6|6 4|4

8|9 5|6

7|8 4|5

a+ 1|o+ 1 || a|o (o even)

a+ 1|o+ 1 || a|o (o odd)

0|1 || |B| − 1 |lmax

A|1 || 0 |lmax

a|o+ 1 || a+ 1|o (o even)

a|o+ 1 || a+ 1|o (o odd)

0|1 || A |lmax

|B| − 1|1 || 0 |lmax

Figure 10. Aψ for A ≥ 1, B ≤ −3 and 2A ≤ −B − 2.

6. Concluding remarks

In this paper, we gave an automatic proof of disk-likeness for a class of planar self-affine tiles
with collinear digit set. It would be interesting to get further topological informations on the
non-disk-like tiles. We expect this to be possible by use of our parametrization. The difficulty
lies in the computation of the automaton giving the non trivial identifications, that is, the points
where our parametrization fails to be injective. This is related to the complementation problem
of Büchi automata. However in some applications, like the Heighway dragon, these identifications
are “small” (for example countable) and the computations seem to be tractable (see forthcoming
paper).
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