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#### Abstract

The aim of this paper is to consider an analogue of Waring's problem with digital restrictions. In particular, we prove the following result. Let $s_{q}(n)$ be the $q$-adic sum of digits function and let $h, m$ be fixed positive integers. Then for $s>2^{k}$ there exists $n_{0} \in \mathbb{N}$ such that each integer $n \geq n_{0}$ has a representation of the form $$
n=x_{1}^{k}+\cdots+x_{s}^{k} \quad \text { where } \quad s_{q}\left(x_{i}\right) \equiv h(m)
$$

We will even give an asymptotic formula for the number of representations of $n$ in this way. The result is shown with help of the circle method in combination with a "digital" version of Weyl's Lemma.


## 1. Notation

As usual, $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$ denote the set of positive integers, integers, real and complex numbers, respectively. The abbreviation $e(x):=\exp (2 \pi i x)$ will be used, $\lfloor x\rfloor$ is the greatest integer less than or equal to $x \in \mathbb{R}$. Furthermore, we will write $\lceil x\rceil$ for the smallest integer greater than or equal to $x$. For the cardinality of a set $\mathcal{S}$ we will write $|\mathcal{S}|$. Vectors will be written in bold face. Concerning the indices of the elements of a vector we will use the conventions

$$
\mathbf{r}:=\left(r_{1}, \ldots, r_{k}\right) \quad \text { and } \quad \mathbf{r}_{j}:=\left(r_{j 1}, \ldots, r_{j k}\right)
$$

We will use the notations $f(x)=\mathcal{O}(g(x))$ as well as $f(x) \ll g(x)$ to express that $f(x)<$ $c g(x)$ for some constant $c$ and all sufficiently large $x \in \mathbb{R}$. If the implied constant $c$ depends on a certain parameter, say $\varepsilon$, this will be either mentioned explicitly or indicated by $f(x)<_{\varepsilon} g(x)$.

If $I:=\{n \in \mathbb{Z} \mid a \leq n<b\}$ is an interval of integers then we use the abbreviation

$$
\begin{equation*}
c I:=\{n \in \mathbb{Z} \mid c a \leq n<c b\} \tag{1}
\end{equation*}
$$

for $c \in \mathbb{N}$.
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## 2. Introduction

Let $A \subseteq \mathbb{N}$ and $s \in \mathbb{N}$. If each positive integer $N \in \mathbb{N}$ admits a representation of the form

$$
\begin{equation*}
N=x_{1}+\cdots+x_{s} \quad \text { with } \quad x_{1}, \ldots, x_{s} \in A \tag{2}
\end{equation*}
$$

we say that $A$ is a basis of $\mathbb{N}$ of order $s$. If a representation of the shape (2) only exists if $N$ is sufficiently large we call $A$ an asymptotic basis of $\mathbb{N}$ of order $s$ (cf. for instance Nathanson [18]).
It is a fundamental problem in additive number theory to decide whether a given set $A \subseteq \mathbb{N}$ is a basis (resp. asymptotic basis) or not (cf. Hua [14], Nathanson [18, 19], Vinogradov [30]). If $A$ turns out to be a basis one is interested to find its smallest possible order. We mention Goldbach's problem, where $A$ is taken to be the set of primes or Waring's problem which corresponds to

$$
A=A_{k}:=\left\{n^{k} \mid n \in \mathbb{N}\right\} \quad(k \in \mathbb{N} \text { fixed }) .
$$

We use the common notations $g(k)$ and $G(k)$ for the smallest possible number $s$ such that $A_{k}$ is a basis or asymptotic basis of order $s$, respectively. The best known bound for $G(k)$ is due to Wooley [31] and reads

$$
G(k) \leq k(\log k+\log \log k+\mathcal{O}(1))
$$

For results on $g(k)$ we refer the reader to Vaughan [25, p. 1f]. Hardy and Littlewood were the first to give an asymptotic formula (now called the Hardy-Littlewood formula) for the number of representations of a sufficiently large integer as the sum of $s$ elements of $A_{k}$. We denote the smallest number of $s$ for which this formula holds by $\tilde{G}(k)$ and remark that the best estimate for $\tilde{G}(k)$ is due to Ford [9] and asserts that

$$
\tilde{G}(k) \leq k^{2}(\log k+\log \log k+\mathcal{O}(1))
$$

For small values of $k$ these results can be refined. We refer for instance to the results by Vaughan and Wooley in [26, 27, 28, 29]. The present paper is devoted to a variant of Waring's problem with digital constraints. To make this more precise let $s_{q}(n)$ be the $q$-adic sum of digits function which assigns to each positive integer $n$ the sum

$$
s_{q}(n)=c_{0}+\cdots+c_{r}
$$

of digits in its (unique) $q$-adic representation

$$
n=c_{0}+c_{1} q+\cdots+c_{r} q^{r} .
$$

With help of $s_{q}(n)$ we define the set

$$
U_{h, m}(N):=\left\{n<N \mid s_{q}(n) \equiv h(m)\right\} .
$$

This set has been studied for instance by Gelfond [12] and Mauduit-Sárközy [16]. Our goal is to show that each sufficiently large $N \in \mathbb{N}$ admits a representation of the shape

$$
N=x_{1}^{k}+\cdots+x_{s}^{k}, \quad \text { with } \quad x_{1}, \ldots, x_{s} \in U_{h, m}(N)
$$

for each fixed $s>2^{k}$ if $(m, q-1)=1$. In other words, this means that

$$
A_{k, h, m}:=\left\{n^{k} \mid s_{q}(n) \equiv h(m)\right\}
$$

forms an asymptotic basis of order $2^{k}+1$. In fact, by very slight modifications we can prove even more: we get that if $s>2^{k}$ then each sufficiently large $N \in \mathbb{N}$ has a representation of the shape

$$
N=x_{1}^{k}+\cdots+x_{s}^{k}, \quad \text { with } \quad s_{q_{i}}\left(x_{i}\right) \equiv h_{i}\left(m_{i}\right) \quad(1 \leq i \leq s) .
$$

Again the condition $\left(m_{i}, q_{i}-1\right)=1$ is needed.
Analogously to the notation for the ordinary Waring's problem we give the following definition.
Definition 2.1. Let $G_{h, m}(k)$ be the smallest integer $s$ such that $A_{k, h, m}$ forms an asymptotic basis of order sof $\mathbb{N}$. Furthermore, let $g_{h, m}(k)$ be the smallest integer s such that $A_{k, h, m} \cup\{1\}$ forms a basis of order $s$ of $\mathbb{N}$.

Note that $\{1\}$ has to be added to $A_{k, h, m}$ in the definition of $g_{h, m}(k)$ because otherwise 1 could not have any representation.

There exist also other restricted versions of Waring's problem. One of them is the Waring's problem restricted to sums of $k$-th powers of primes. An account of it can be found for instance in Hua [14] (cf. also Brüdern's papers [4, 5] for a new approach to this subject). A more recent restriction of Waring's problem was investigated by Harcos [13]. Generalizing a result of Balog and Sárközy [1] he considered Waring's problem for sums of $k$-th powers of integers having not too large prime factors. In Brüdern-Fouvry [6] an analogue of Lagrange's four squares theorem for almost primes was shown.

The sum of digits function was the subject of many papers in the last decades. Its basic property is $q$-additivity, i.e. if $a, b, h \in \mathbb{N}$ with $b<q^{h}$ then

$$
s_{q}\left(a q^{h}+b\right)=s_{q}(a)+s_{q}(b) .
$$

One of the first papers on $s_{q}(n)$ was Bellman-Shapiro [2] where the summatory function of $s_{q}(n)$ and its iterates were treated. An exact formula for the summatory function of $s_{q}(n)$ was later proved by Delange [7]. The distribution of $s_{q}(n)$ in residue classes has been studied in Gelfond [12]. More recent results on $s_{q}(n)$ can be found for instance in Drmota-Schoissengeier [8], Mauduit-Sárközy [16, 17] or Thuswaldner-Tichy [23]. In order to prove our results we will have to establish auto-correlation results of the sum of digits function. Special cases of these results can be found in Bésineau [3] and Kim [15], where the simultaneous distribution of sum of digits functions with respect to different bases is investigated. We have to extend these results in the present paper in order to establish a "digital" version of Weyl's Lemma. This result seems to be of interest also in its own right. We will use it in order to derive our result on Waring's problem with digital restrictions.

One could ask whether it is possible to give results on a version of Waring's problem using only $k$-th powers of primes with digital restrictions. However, this seems to be very hard to settle since up to now it is not even known if there exist infinitely many prime numbers whose sum of digits function satisfies a given congruence. The best known result in that direction is contained in Fouvry-Mauduit [10, 11].

In earlier papers Diophantine equations with digital restrictions have been considered. Generalizing a result of Stewart [22] on sets of numbers having small sum of digits function simultaneously in two different bases, Schlickewei [21] studied the solutions of a certain Diophantine equation having bounded sum of digits. This result has been extended further to a more general notion of number systems in Pethő-Tichy [20].

The present paper is organized as follows. In the next section we present our main results: the Hardy-Littlewood asymptotic formula for Waring's problem with digital constraints together with the generalization mentioned above (Theorem 3.1 and Theorem 3.2), a higher auto-correlation result for the sum of digits function (Theorem 3.3) and a "digital" version of Weyl's Lemma (Theorem 3.4). Sections 4, 5 and 6 contain preliminary results needed in order to prove Theorem 3.3. This result is finally proved in Section 7. Section 8 is devoted to the deduction of the variant of Weyl's Lemma from the auto-correlation result. The variant of Weyl's Lemma is finally used in Section 9, where we show that $A_{k, h, m}$ is an asymptotic basis of $\mathbb{N}$ for each triple $k, h, m \in \mathbb{N}$ and that the asymptotic formula in Theorem 3.2 holds. The proof of Theorem 3.1 turns out to run along exactly the same lines as the proof of the special case. Our main tool here is the circle method. The paper ends with a short section containing some concluding remarks.

## 3. Statement of the main results

We will now state our results.
Theorem 3.1. Let $s, k \in \mathbb{N}$, and $h_{i}, m_{i}, q_{i} \in \mathbb{N}(1 \leq i \leq s)$ with $m_{i} \geq 2, q_{i} \geq 2$ and $\left(q_{i}-1, m_{i}\right)=1 . \operatorname{Let} r_{k, s, h_{i}, m_{i}}(N)$ be the number of representations of $N$ in the form

$$
N=x_{1}^{k}+\cdots+x_{s}^{k} \quad\left(s_{q_{i}}\left(x_{i}\right) \equiv h_{i}\left(m_{i}\right)\right) .
$$

Then for $s>2^{k}$ there exists a positive constant $\delta$ such that

$$
r_{k, s, h_{i}, m_{i}}(N)=\frac{1}{m_{1} \cdots m_{s}} \mathfrak{S}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{\frac{s}{k}-1}+\mathcal{O}\left(N^{\frac{s}{k}-1-\delta}\right)
$$

The implied constant depends only on $s, k$ and $m_{i} . \mathfrak{S}$ is an arithmetic function for which there exist positive constants $0<c_{1}<c_{2}$ depending only on $k$ and $s$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

The following special case yields a new asymptotic basis of $\mathbb{N}$.
Theorem 3.2. Let $s, k, h, m, q \in \mathbb{N}$ with $m \geq 2, q \geq 2$ and $(q-1, m)=1$. Let $r_{k, s, h, m}(N)$ be the number of representations of $N$ in the form

$$
N=x_{1}^{k}+\cdots+x_{s}^{k} \quad\left(x_{1}, \ldots, x_{k} \in U_{h, m}(N)\right) .
$$

Then for $s>2^{k}$ there exists a positive constant $\delta$ such that

$$
r_{k, s, h, m}(N)=\frac{1}{m^{s}} \mathfrak{S}(N) \Gamma\left(1+\frac{1}{k}\right)^{s} \Gamma\left(\frac{s}{k}\right)^{-1} N^{\frac{s}{k}-1}+\mathcal{O}\left(N^{\frac{s}{k}-1-\delta}\right)
$$

The implied constant depends only on $s, k$ and $m$. $\mathfrak{S}$ is an arithmetic function for which there exist positive constants $0<c_{1}<c_{2}$ depending only on $k$ and $s$ such that

$$
c_{1}<\mathfrak{S}(N)<c_{2}
$$

This implies that $A_{k, h, m}=\left\{n^{k} \mid s_{q}(n) \equiv h(m)\right\}$ forms an asymptotic basis of order $2^{k}+1$ of $\mathbb{N}$, i.e.

$$
G_{h, m}(k) \leq 2^{k}+1
$$

The proof of these theorems relies on the circle method and on a correlation result for the sum of digits function. Before we state this result we recall the definition of the higher difference operators $\Delta_{j}$. Let $\varphi$ be an arithmetic function. Then

$$
\Delta_{1}(\varphi(x) ; y):=\varphi(x+y)-\varphi(x) .
$$

The higher difference operators are defined recursively by

$$
\Delta_{j+1}\left(\varphi(x), y_{1}, \ldots, y_{j+1}\right):=\Delta_{1}\left(\Delta_{j}\left(\varphi(x) ; y_{1}, \ldots, y_{j}\right) ; y_{j+1}\right) \quad(j \geq 1)
$$

In what follows we will use the function

$$
\begin{equation*}
p(k, q):=\left\lceil 2 \frac{k(k+2)}{q-1}+2 k+5\right\rceil . \tag{3}
\end{equation*}
$$

We will need the following higher correlation result for $s_{q}(n)$, which is a generalization of [15, Proposition 1] and which is of interest also in its own right.
Theorem 3.3. Let $k, m, h, q$ and $N$ be positive integers with $m \geq 2, q \geq 2$ and $m \nmid h(q-1)$. Let $I_{1}, \ldots, I_{k}, J$ be intervals of integers with $\sqrt{N} \leq\left|I_{j}\right|,|J| \leq N(1 \leq j \leq k)$. Set

$$
Y\left(I_{1}, \ldots, I_{k}, J\right):=\sum_{h_{1} \in I_{1}} \cdots \sum_{h_{k} \in I_{k}}\left|\sum_{n \in J} e\left(\frac{h}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)\right|^{2}
$$

Then

$$
Y\left(I_{1}, \ldots, I_{k}, J\right) \ll\left|I_{1}\right| \cdots\left|I_{k}\right||J|^{2} N^{-\eta}
$$

holds with $\eta:=\frac{1}{m^{2} q^{p(k, q)}}>0$.
This result leads to the following "digital" version of Weyl's Lemma which will be used in the proof of Theorem 3.2.
Theorem 3.4. Let $k, m, \ell, q$ and $N$ be positive integers with $m \geq 2, q \geq 2$ and $m \nmid \ell(q-1)$. Then the estimate

$$
\left|\sum_{n<N} e\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n)\right)\right| \ll N^{1-\gamma}
$$

holds uniformly in $\theta \in[0,1)$ with $\gamma:=\eta 2^{-(k+1)}$. Here $\eta$ is as in Theorem 3.3.

Remark 3.1. If one does not care about its order, the assertion that $A_{k, h, m}$ forms an asymptotic basis can be proved easily in the following way.

Suppose that the set $\mathcal{A}$ of non-negative integers has positive asymptotic density. Suppose further that for each prime $p$ there exist numbers $a_{p}, b_{p} \in \mathcal{A}$ such that $p \mid a_{p}$ and $p \nmid b_{p}$. Then for any integer $k$ the set $\mathcal{A}^{k}:=\left\{n^{k} \mid n \in \mathcal{A}\right\}$ is an asymptotic basis. This can be shown by combining arguments about Schnirel'man density and the observation that the set of $s$-fold sums of elements of $\mathcal{A}^{k}$ has positive asymptotic density for $s \geq 2^{k-1}$. The latter follows from [24, Theorem 2], which implies that

$$
\begin{aligned}
& \left|\left\{n_{1}, \ldots, n_{2 s} \in \mathcal{A}(N) \mid n_{1}^{k}+\ldots+n_{s}^{k}=n_{s+1}^{k}+\ldots+n_{2 s}^{k}\right\}\right| \\
& \quad \leq\left|\left\{n_{1}, \ldots, n_{2 s}<N \mid n_{1}^{k}+\ldots+n_{s}^{k}=n_{s+1}^{k}+\ldots+n_{2 s}^{k}\right\}\right| \\
&
\end{aligned} \ll N^{2 s-k} \text {. }
$$

holds for $s \geq 2^{k-1}$. Here $\mathcal{A}(N):=\{n<N \mid n \in \mathcal{A}\}$.
It is easy to show that the choice $\mathcal{A}:=\left\{n \mid s_{q}(n) \equiv h(m)\right\}$ fulfills the above conditions. In particular, we see from Fermat's theorem that we can define the integers $a_{p}$ and $b_{p}$ by choosing I and J in the expression

$$
\sum_{i=0}^{I-1} q^{i(p-1)}+\sum_{j=0}^{J-1} q^{1+j(p-1)}
$$

properly.
Remark 3.2. The bound for s in Theorem 3.1 and Theorem 3.2 is surely not best possible. In order to make it smaller at least in Theorem 3.2, better estimates of the norm

$$
\begin{equation*}
\int_{0}^{1}\left|\sum_{n<N} e\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n)\right)\right|^{j} d \theta \tag{4}
\end{equation*}
$$

are needed for certain values of $j \in \mathbb{N}$. Obtaining such estimates may be doable but is certainly quite involved (a very special case of a similar integral as in (4) has been treated in [10]). Furthermore, we expect that these estimates will not lead to results of the same quality as the refinements of Hua's Lemma in Waring's problem (as for instance in [31]).

## 4. Operators on a class of discrete functions

In order to prove Theorem 3.3 we need some tricky but elementary calculations. The key step in the proof of this result is done by selecting two terms of the form $e(x)$ from a certain exponential sum and proving that the sum of these two terms has modulus less than two. In order to be able to select the proper terms we set up a class of functions together with some operators acting on it.

Consider the sets

$$
\mathcal{M}:=\{1,2, \ldots, k\} \quad \text { and } \quad \mathcal{M}^{\prime}:=\{0,1,2, \ldots, k+1\}
$$

and define the class of functions

$$
\mathcal{F}:=\left\{f: 2^{\mathcal{M}} \rightarrow \mathcal{M}^{\prime}\right\}
$$

(here $2^{M}$ denotes the set of all subsets of $\mathcal{M}$ ). Especially two elements of $\mathcal{F}$ will be important in the following discussions. These are

$$
\begin{align*}
& F_{0}(\mathcal{S}):=0 \quad \text { for all } \mathcal{S} \subseteq \mathcal{M}  \tag{5}\\
& F_{1}(\mathcal{S}):= \begin{cases}1 & \text { if } \mathcal{S}=\mathcal{M} \\
0 & \text { otherwise }\end{cases} \tag{6}
\end{align*}
$$

On $\mathcal{F}$ we want to define the operator

$$
\Xi_{\mathbf{r}, i}(f)(\mathcal{S}):=\left\lfloor\frac{i+\sum_{j \in \mathcal{S}} r_{j}+f(\mathcal{S})}{q}\right\rfloor
$$

for each vector $\mathbf{r}=\left(r_{1}, \ldots, r_{k}\right) \in\{0, \ldots, q-1\}^{k}$ and each $0 \leq i<q$.
Lemma 4.1. For each pair $\mathbf{r}, i$ we have

$$
\Xi_{\mathbf{r}, i}(\mathcal{F}) \subseteq \mathcal{F}
$$

Proof. We have to show that $\Xi_{\mathbf{r}, i}(f)(\mathcal{S})$ always lies in $\mathcal{M}^{\prime}$. Since $f \in \mathcal{F}$ and with the restrictions on $\mathbf{r}, i$ we see that

$$
0 \leq\left\lfloor\frac{i+\sum_{j \in \mathcal{S}} r_{j}+f(\mathcal{S})}{q}\right\rfloor \leq \frac{(k+1)(q-1)+k+1}{q}=k+1
$$

and we are done.
We will need iterates of $\Xi_{\mathbf{r}, i}$. These are defined by

$$
\Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell}\right\}_{1 \leq \ell \leq L}}:=\Xi_{\mathbf{r}_{L}, i_{L}} \circ \cdots \circ \Xi_{\mathbf{r}_{1}, i_{1}} .
$$

Dividing $k$ by $q-1$ yields a representation

$$
\begin{equation*}
k=d(q-1)+\rho \quad(0 \leq \rho<q-1) . \tag{7}
\end{equation*}
$$

Set $L^{\prime \prime}:=\left\lfloor\frac{k-1}{q-1}\right\rfloor+1$. If $\rho=0$ set

$$
\begin{aligned}
\mathbf{v}_{\ell} & :=\left(v_{\ell 1}, \ldots, v_{\ell k}\right) \in \mathbb{Z}^{k} \quad \text { with } \\
v_{\ell j} & :=\left\{\begin{array}{ll}
1 & \text { if } j \in\{(\ell-1)(q-1)+1, \ldots, \ell(q-1)\} \\
0 & \text { otherwise }
\end{array} \quad\left(1 \leq \ell \leq L^{\prime \prime}\right) .\right.
\end{aligned}
$$

If on the contrary $\rho>0$ set

$$
\begin{aligned}
& \mathbf{v}_{1}:=(\underbrace{1, \ldots, 1}_{\rho \text { times }}, 0, \ldots, 0) \in \mathbb{Z}^{k}, \\
& \mathbf{v}_{\ell}:=\left(v_{\ell 1}, \ldots, v_{\ell k}\right) \in \mathbb{Z}^{k} \quad \text { with } \\
& v_{\ell j}
\end{aligned}:=\left\{\begin{array}{ll}
1 & \text { if } j \in\{(\ell-2)(q-1)+\rho+1, \ldots,(\ell-1)(q-1)+\rho\} \\
0 & \text { otherwise }
\end{array},\right.
$$

for $2 \leq \ell \leq L^{\prime \prime}$.
Lemma 4.2. The following two assertions hold:
(i) Let $f \in \mathcal{F}$ be arbitrary. Then

$$
\Xi_{\{0,0\}_{1 \leq \ell \leq L^{\prime}}}(f)=F_{0}
$$

if $L^{\prime}:=\left\lfloor\frac{\log (k+1)}{\log q}\right\rfloor+1$.
(ii) Let

$$
\begin{aligned}
i_{1} & := \begin{cases}1, & \text { if } \rho=0 \\
q-\rho, & \text { if } \rho>0\end{cases} \\
i_{\ell} & :=0 \quad\left(2 \leq \ell \leq L^{\prime \prime}\right) \quad \text { and } \\
\mathbf{r}_{\ell} & :=\mathbf{v}_{\ell} \quad\left(1 \leq \ell \leq L^{\prime \prime}\right) .
\end{aligned}
$$

Then $\Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell}\right\}_{1 \leq \ell \leq L^{\prime \prime}}}\left(F_{0}\right)=F_{1}$.
Proof. (i) Let $f \in \mathcal{F}$ and $\mathcal{S} \subseteq \mathcal{M}$ be arbitrary. Then

$$
\Xi_{0,0}(f)(\mathcal{S})=\left\lfloor\frac{f(\mathcal{S})}{q}\right\rfloor \leq \frac{f(\mathcal{S})}{q}
$$

Iterating $L^{\prime}$ times shows

$$
\Xi_{\{0,0\}_{1 \leq \ell \leq L^{\prime}}}(f)(\mathcal{S}) \leq\left\lfloor\frac{f(\mathcal{S})}{q^{L^{\prime}}}\right\rfloor=0
$$

for all $\mathcal{S}$.
(ii) Let $\rho=0$. The proof of the case $\rho>0$ runs along the same lines. From the definitions of $\Xi_{\mathbf{r}, i}$ and $\mathbf{v}_{1}$ we get

$$
\begin{aligned}
\Xi_{\mathbf{r}_{1}, i_{1}}\left(F_{0}\right)(\mathcal{S}) & =\left\{\frac{1+\left(\sum_{t \in \mathcal{S} \cap 1, \ldots, q-1\}} 1\right)}{q}\right\rfloor \\
& = \begin{cases}1 & \text { if }\{1,2, \ldots, q-1\} \subseteq \mathcal{S} \\
0 & \text { otherwise }\end{cases}
\end{aligned} .
$$

Now we proceed by induction. Suppose that

$$
\Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell}\right\}_{1 \leq \ell \leq j-1}}\left(F_{0}\right)= \begin{cases}1 & \text { if }\{1, \ldots,(j-1)(q-1)\} \subseteq \mathcal{S}  \tag{8}\\ 0 & \text { otherwise }\end{cases}
$$

holds for some $j \leq L^{\prime \prime}$. Then, again by the definition of $\Xi_{\mathbf{r}, i}$ and $\mathbf{v}_{j}$ we obtain that
holds. It is easy to see that this yields (8) for $j$ instead of $j-1$. Thus by induction we get

$$
\Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell}\right\}_{1 \leq \ell \leq L^{\prime \prime}}}\left(F_{0}\right)= \begin{cases}1 & \text { if }\{1, \ldots, k\} \subseteq \mathcal{S} \\ 0 & \text { otherwise }\end{cases}
$$

because $L^{\prime \prime}(q-1) \geq k$. Since the only subset of $\mathcal{M}$ which has $\{1, \ldots, k\}$ as a subset is $\mathcal{M}$ itself the last function is $F_{1}$ and we are done.

## 5. Recurrences for auto-correlation functions of $s_{q}(n)$

In this section we set up a recurrence for functions related to the auto-correlation function $Y\left(I_{1}, \ldots, I_{k}, J\right)$ defined in Theorem 3.3. This is done by "multiplying" all the intervals $I_{1}, \ldots, I_{k}, J$ by $q$ in the sense defined in (1) and exploiting the $q$-additivity of $s_{q}(n)$.

Let $I_{1}, \ldots, I_{k}, J$ be intervals of integers. Define the following functions.

$$
\Phi\left(h_{1}, \ldots, h_{k} ; J ; f\right):=\sum_{n \in J} e\left(\frac{h}{m} \sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} s_{q}\left(n+\sum_{t \in \mathcal{S}} h_{t}+f(\mathcal{S})\right)\right)
$$

(9) $\Psi\left(h_{1}, \ldots, h_{k-1} ; I_{k}, J ; f_{1}, f_{2}\right):=\sum_{h_{k} \in I_{k}} \Phi\left(h_{1}, \ldots, h_{k} ; J ; f_{1}\right) \overline{\Phi\left(h_{1}, \ldots, h_{k} ; J ; f_{2}\right)}$,

$$
X\left(I_{1}, \ldots, I_{k}, J ; f_{1}, f_{2}\right):=\sum_{h_{1} \in I_{1}} \ldots \sum_{h_{k-1} \in I_{k-1}} \Psi\left(h_{1}, \ldots, h_{k-1} ; I_{k}, J ; f_{1}, f_{2}\right)
$$

Here the $h_{i}(1 \leq i \leq k)$ are integers and $f, f_{1}, f_{2} \in \mathcal{F}$.
Note that

$$
\sum_{n \in J} e\left(\frac{h}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)=\Phi\left(h_{1}, \ldots, h_{k} ; J ; F_{0}\right) .
$$

Thus for the sum $Y\left(I_{1}, \ldots, I_{k}, J\right)$ defined in Theorem 3.3

$$
Y\left(I_{1}, \ldots, I_{k}, J\right)=X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right)
$$

holds. We will derive estimates for $X\left(I_{1}, \ldots, I_{k}, J ; f_{1}, f_{2}\right)$ for each pair $f_{1}, f_{2} \in \mathcal{F}$. From this obviously follows the estimate for $Y\left(I_{1}, \ldots, I_{k}, J\right)$.

In the sequel we will use for short the vectors

$$
\mathbf{r}:=\left(r_{1}, \ldots, r_{k}\right) \quad \text { and } \quad \mathbf{h}:=\left(h_{1}, \ldots, h_{k}\right) .
$$

Proposition 5.1. Let $f_{1}, f_{2} \in \mathcal{F}$ and let $I_{1}, \ldots, I_{k}, J$ be intervals of integers. Then

$$
\begin{aligned}
X\left(q I_{1}, \ldots, q I_{k}, q J ; f_{1}, f_{2}\right)= & \sum_{r_{1}=0}^{q-1} \cdots \sum_{r_{k}=0}^{q-1} \sum_{i_{1}=0}^{q-1} \sum_{i_{2}=0}^{q-1} \alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\mathbf{r}, i_{1}}\left(f_{1}\right), \Xi_{\mathbf{r}, i_{2}}\left(f_{2}\right)\right) .
\end{aligned}
$$

Here

$$
\alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right):=e\left(\frac{h}{m} \sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|}\left(b\left(f_{1}, \mathcal{S}, \mathbf{r}, i_{1}\right)-b\left(f_{2}, \mathcal{S}, \mathbf{r}, i_{2}\right)\right)\right)
$$

The integer $b(f, \mathcal{S}, \mathbf{r}, i) \in\{0, \ldots, q-1\}$ is defined as the remainder occurring at the division of $i+\sum_{t \in \mathcal{S}} r_{t}+f(\mathcal{S})$ by $q$.

Proof. We start with the first of the functions given in (9). Note that for $1 \leq r_{1}, \ldots, r_{k}<q$ we have

$$
\begin{align*}
& \Phi(q \mathbf{h}+\mathbf{r} ; q J ; f)=  \tag{10}\\
& \quad \sum_{i=0}^{q-1} \sum_{n \in J} e\left(\frac{h}{m} \sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} s_{q}\left(q n+\sum_{t \in \mathcal{S}} q h_{t}+i+\sum_{t \in \mathcal{S}} r_{t}+f(\mathcal{S})\right)\right) .
\end{align*}
$$

Now, by the definition of $\Xi_{\mathbf{r}, i}$ and $b(f, \mathcal{S}, \mathbf{r}, i)$ we have

$$
i+\sum_{t \in \mathcal{S}} r_{t}+f(\mathcal{S})=\Xi_{\mathbf{r}, i}(f)(\mathcal{S}) q+b(f, \mathcal{S}, \mathbf{r}, i)
$$

By the $q$-additivity of $s_{q}(n)$ this implies that

$$
\begin{aligned}
s_{q}\left(q n+\sum_{t \in \mathcal{S}} q h_{t}+i+\sum_{t \in \mathcal{S}} r_{t}+f(\mathcal{S})\right) & =s_{q}\left(q n+\sum_{t \in \mathcal{S}} q h_{t}+q \Xi_{\mathbf{r}, i}(f)(\mathcal{S})+b(f, \mathcal{S}, \mathbf{r}, i)\right) \\
& =s_{q}\left(n+\sum_{t \in \mathcal{S}} h_{t}+\Xi_{\mathbf{r}, i}(f)(\mathcal{S})\right)+b(f, \mathcal{S}, \mathbf{r}, i) .
\end{aligned}
$$

Inserting this in (10) yields

$$
\Phi(q \mathbf{h}+\mathbf{r} ; q J ; f)=\sum_{i=0}^{q-1} e\left(\frac{h}{m} \sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} b(f, \mathcal{S}, \mathbf{r}, i)\right) \Phi\left(\mathbf{h} ; J ; \Xi_{\mathbf{r}, i}(f)\right)
$$

Using the definition of the auto-correlation function $\Psi$ in (9) this immediately leads to

$$
\begin{aligned}
\Psi\left(q h_{1}+r_{1}, \ldots, q h_{k-1}+r_{k-1} ; q I_{k}, q J ;\right. & \left.f_{1}, f_{2}\right)= \\
& \sum_{r_{k}=0}^{q-1} \sum_{i_{1}=0}^{q-1} \sum_{i_{2}=0}^{q-1} \alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right) \\
& \times \Psi\left(h_{1}, \ldots, h_{k-1} ; I_{k}, J ; \Xi_{\mathbf{r}, i_{1}}\left(f_{1}\right), \Xi_{\mathbf{r}, i_{2}}\left(f_{2}\right)\right) .
\end{aligned}
$$

Summing up over $h_{1}, \ldots, h_{k-1}$ finally yields

$$
\begin{aligned}
X\left(q I_{1}, \ldots, q I_{k}, q J ; f_{1}, f_{2}\right)= & \sum_{r_{1}=0}^{q-1} \cdots \sum_{r_{k}=0}^{q-1} \sum_{i_{1}=0}^{q-1} \sum_{i_{2}=0}^{q-1} \alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\mathbf{r}, i_{1}}\left(f_{1}\right), \Xi_{\mathbf{r}, i_{2}}\left(f_{2}\right)\right) .
\end{aligned}
$$

In what follows we will need a more explicit representation of $\alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right)$ for certain values of the parameters. In particular, we will show the following result.

Lemma 5.1. Let $F_{0}$ and $F_{1}$ be as in (5) and (6). Furthermore, let

$$
0:=(\underbrace{0, \ldots, 0}_{k \text { times }}) .
$$

Then we have

$$
\begin{aligned}
\alpha\left(F_{0}, F_{0}, \mathbf{0}, 0,0\right) & =e(0), \\
\alpha\left(F_{1}, F_{0}, \mathbf{0}, 0,0\right) & =e\left(\frac{h}{m}\right) \quad \text { and } \\
\alpha\left(F_{1}, F_{0}, \mathbf{0}, q-1,0\right) & =e\left(\frac{h}{m}(1-q)\right) .
\end{aligned}
$$

Proof. Recall that

$$
\alpha\left(f_{1}, f_{2}, \mathbf{r}, i_{1}, i_{2}\right):=e\left(\frac{h}{m} \sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|}\left(b\left(f_{1}, \mathcal{S}, \mathbf{r}, i_{1}\right)-b\left(f_{2}, \mathcal{S}, \mathbf{r}, i_{2}\right)\right)\right)
$$

where $b(f, \mathcal{S}, \mathbf{r}, i)$ is the remainder occurring at the division of $i+\sum_{t \in \mathcal{S}} r_{t}+f(\mathcal{S})$ by $q$.

- If $f=F_{0}$ and all $r_{t}$ as well as $i$ is zero, this remainder has to be zero for each $\mathcal{S} \subseteq \mathcal{M}$. Thus also

$$
\sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} b\left(F_{0}, \mathcal{S}, \mathbf{0}, 0\right)=0
$$

- If $f=F_{1}$ and all $r_{t}$ as well as $i$ is zero, $b\left(F_{1}, \mathcal{S}, \mathbf{0}, 0\right)=0$ unless $\mathcal{S}=\mathcal{M}$. In the latter case it is equal to 1 . This means that

$$
\sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} b\left(F_{1}, \mathcal{S}, \mathbf{0}, 0\right)=1
$$

- If $f=F_{1}$, all $r_{t}$ are zero and $i=q-1$, then again $b\left(F_{1}, \mathcal{S}, \mathbf{0}, q-1\right)=q-1$ unless $\mathcal{S}=\mathcal{M}$. For the latter case we note that

$$
i+\sum_{t \in \mathcal{M}} r_{t}+f(\mathcal{M})=q-1+1=q
$$

Since $q \equiv 0(\bmod q)$ we conclude that $b\left(F_{1}, \mathcal{M}, \mathbf{0}, q-1\right)=0$. This implies that

$$
\begin{aligned}
\sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|} b\left(F_{1}, \mathcal{S}, \mathbf{0}, q-1\right) & =-q+1+\sum_{\mathcal{S} \subseteq \mathcal{M}}(-1)^{k-|\mathcal{S}|}(q-1) \\
& =1-q+(q-1) \sum_{j=0}^{k}\binom{k}{j}(-1)^{k-j} \\
& =1-q .
\end{aligned}
$$

It is easily seen that these considerations imply the result.

## 6. Estimating exponential sums occurring in the iteration process

In the present section we iterate the recurrence formula obtained in Section 5 for several times. This yields a new (more complicated) recurrence formula whose coefficients are exponential sums. Using the notions set up in Section 4 we give a nontrivial estimate for the coefficient of $X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right)$. This is the key step in the proof of Theorem 3.3.

We now want to iterate Proposition 5.1. For this purpose we use the following abbreviations. $\mathcal{Q}_{\ell}:=\{0, \ldots, q-1\}^{\ell}$. Furthermore, for vectors we use

$$
\mathbf{r}_{\ell}=\left(r_{\ell 1}, \ldots, r_{\ell k}\right) \quad \text { and } \quad \mathbf{i}_{\ell}=\left(i_{\ell 1}, i_{\ell 2}\right)
$$

Then the $L$-fold iteration of Proposition 5.1 yields

$$
\begin{align*}
& X\left(q^{L} I_{1}, \ldots, q^{L} I_{k}, q^{L} J ;\right.\left.f_{1}, f_{2}\right)=  \tag{11}\\
& \sum_{\mathbf{r}_{1}, \ldots, \mathbf{r}_{L} \in \mathcal{Q}_{k}} \sum_{\mathbf{i}_{1}, \ldots, \mathbf{i}_{L} \in \mathcal{Q}_{2}} \\
&\left(\prod_{\ell=1}^{L} \alpha\left(\Xi_{\left.\left\{\mathbf{r}_{j}, i_{j}\right\}_{1}\right\}_{1 \leq j \leq \ell-1}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j}\right\}_{1 \leq j \leq \ell-1}}\left(f_{2}\right), \mathbf{r}_{\ell}, i_{\ell 1}, i_{\ell 2}\right)\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell 1}\right\}_{1 \leq \ell \leq L}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell 2}\right\}_{1 \leq \ell \leq L}}\left(f_{2}\right)\right) .
\end{align*}
$$

Note that in the factor corresponding to $\ell=1$ the set in the index of $\Xi$ in the argument of $\alpha$ is empty. Thus the corresponding coefficient $\alpha$ reads $\alpha\left(f_{1}, f_{2}, \mathbf{r}_{1}, i_{11}, i_{12}\right)$.

Now we select $L:=L^{\prime}+L^{\prime \prime}+3$ where $L^{\prime}$ and $L^{\prime \prime}$ are defined as in Section 4. Furthermore, let $k=d(q-1)+\rho$ with $0 \leq \rho<q-1$. We want to extract two summands from the sum in (11) which we will inspect more closely. The first summand is the one corresponding to the following selection.

$$
\begin{array}{llr}
\mathbf{r}_{\ell}=(0, \ldots, 0), & \mathbf{i}_{\ell}=(0,0) & \left(1 \leq \ell \leq L^{\prime}\right), \\
\mathbf{r}_{\ell}=\mathbf{v}_{1}, & \mathbf{i}_{\ell}=\left\{\begin{array}{lr}
(1,1), & \text { if } \rho=0 \\
(q-\rho, q-\rho), & \text { if } \rho>0
\end{array}\right. & \left(\ell=L^{\prime}+1\right), \\
\mathbf{r}_{\ell}=\mathbf{v}_{\ell-L^{\prime}}, & \mathbf{i}_{\ell}=(0,0) & \left(L^{\prime}+2 \leq \ell \leq L-3\right), \\
\mathbf{r}_{\ell}=(0, \ldots, 0), & \mathbf{i}_{\ell}=(q-1,0) & (\ell=L-2), \\
\mathbf{r}_{\ell}=(0, \ldots, 0), & \mathbf{i}_{\ell}=(q-1,0) & (\ell=L-1), \\
\mathbf{r}_{\ell}=(0, \ldots, 0), & \mathbf{i}_{\ell}=(0,0) & (\ell=L) .
\end{array}
$$

We call the summand in (11) corresponding to this selection $V_{1}$. The second selection is the same as the first apart from

$$
\mathbf{i}_{L-1}=(0,0) \quad \text { instead of } \quad \mathbf{i}_{L-1}=(q-1,0)
$$

The summand in (11) corresponding to this selection will be called $V_{2}$. First we examine $V_{1}$. To this matter we use the abbreviation

$$
A\left(f_{1}, f_{2}\right):=\left(\prod_{\ell=1}^{L-2} \alpha\left(\Xi_{\left.\left\{\mathfrak{r}_{j}, i_{j}\right\}\right\}_{1 \leq j}}\left(f_{\ell-1}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq \ell-1}}\left(f_{2}\right), \mathbf{r}_{\ell}, i_{\ell 1}, i_{\ell 2}\right)\right) .\right.
$$

Note that from the definition of $\Xi_{\mathbf{r}, i}$ we get

$$
\begin{align*}
\Xi_{0, q-1}\left(F_{0}\right) & =F_{0}, \\
\Xi_{0,0}\left(F_{1}\right) & =F_{0},  \tag{12}\\
\Xi_{0, q-1}\left(F_{1}\right) & =F_{1} .
\end{align*}
$$

Applying Lemma 4.2 we see that

$$
\begin{align*}
\Xi_{\left\{\mathbf{r}_{j}, i_{j 1}\right\}_{1 \leq j \leq L-2}}\left(f_{1}\right) & =\Xi_{\left\{\mathbf{r}_{j}, i_{j 1}\right\}_{L^{\prime}+1 \leq j \leq L-2}}\left(F_{0}\right) \\
& =\Xi_{\mathbf{0}, q-1}\left(F_{1}\right)  \tag{13}\\
& =F_{1}
\end{align*}
$$

(Lemma 4.2 (i) has been applied for the first, Lemma 4.2 (ii) for the second and (12) for the third equality). In an analogous way we see that

$$
\begin{equation*}
\Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq L-2}}\left(f_{2}\right)=F_{0} \tag{14}
\end{equation*}
$$

All this yields together with (11) that

$$
\begin{aligned}
V_{1}= & A\left(f_{1}, f_{2}\right) \\
& \times \alpha\left(\Xi_{\left\{\mathbf{r}_{j}, i_{j 1}\right\}_{1 \leq j \leq L-2}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq L-2}}\left(f_{2}\right), \mathbf{r}_{L-1}, i_{L-1,1}, i_{L-1,2}\right) \\
& \times \alpha\left(\Xi_{\left\{\mathbf{r}_{j}, i_{j 1}\right\}_{1 \leq j \leq L-1}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq L-1}}\left(f_{2}\right), \mathbf{r}_{L}, i_{L 1}, i_{L 2}\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\left\{\mathbf{r}_{j}, i_{1 j}\right\}_{1 \leq j \leq L}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq L}}\left(f_{2}\right)\right) \\
= & A\left(f_{1}, f_{2}\right) \alpha\left(F_{1}, F_{0}, \mathbf{r}_{L-1}, i_{L-1,1}, i_{L-1,2}\right) \\
& \times \alpha\left(\Xi_{\mathbf{r}_{L-1}, i_{L-1,1}}\left(F_{1}\right), \Xi_{\mathbf{r}_{L-1}, i_{L-1,2}}\left(F_{0}\right), \mathbf{r}_{L}, i_{L 1}, i_{L 2}\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\left\{\mathbf{r}_{j}, i_{11}\right\}_{L-1 \leq j \leq L}}\left(F_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{2}\right\}_{L-1 \leq j \leq L}}\left(F_{0}\right)\right) \\
= & A\left(f_{1}, f_{2}\right) \alpha\left(F_{1}, F_{0}, \mathbf{0}, q-1,0\right) \alpha\left(F_{1}, F_{0}, \mathbf{0}, 0,0\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right) .
\end{aligned}
$$

In the first equality we applied (13) and (14), the second equality follows from (12). In the same way we obtain

$$
V_{2}=A\left(f_{1}, f_{2}\right) \alpha\left(F_{1}, F_{0}, \mathbf{0}, 0,0\right) \alpha\left(F_{0}, F_{0}, \mathbf{0}, 0,0\right) X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right)
$$

Now we can apply Lemma 5.1 in order to obtain

$$
\begin{aligned}
V_{1} & =A\left(f_{1}, f_{2}\right) e\left(\frac{h}{m}(2-q)\right) X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right), \\
V_{2} & =A\left(f_{1}, f_{2}\right) e\left(\frac{h}{m}\right) X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right) .
\end{aligned}
$$

Thus we can rewrite (11) as

$$
\begin{aligned}
& X\left(q^{L} I_{1}, \ldots, q^{L} I_{k}, q^{L} J ; f_{1}, f_{2}\right)= \\
& \qquad \sum_{D}\left(\prod_{\ell=1}^{L} \alpha\left(\Xi_{\left\{\mathbf{r}_{j}, i_{j 1}\right\}_{1 \leq j \leq \ell-1}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{j}, i_{j 2}\right\}_{1 \leq j \leq \ell-1}}\left(f_{2}\right), \mathbf{r}_{\ell}, i_{\ell 1}, i_{\ell 2}\right)\right) \\
& \quad \times X\left(I_{1}, \ldots, I_{k}, J ; \Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell 1}\right\}_{1 \leq \ell \leq L}}\left(f_{1}\right), \Xi_{\left\{\mathbf{r}_{\ell}, i_{\ell 2}\right\}_{1 \leq \ell \leq L}}\left(f_{2}\right)\right)+V_{1}+V_{2} .
\end{aligned}
$$

Here $D$ denotes the range of summation in (11) apart from the two selections of the parameters corresponding to $V_{1}$ and $V_{2}$.

If we rearrange the terms in this sum we arrive at

$$
\begin{aligned}
X\left(q^{L} I_{1}, \ldots, q^{L} I_{k}, q^{L} J\right. & \left.; f_{1}, f_{2}\right)= \\
& \left(\sum_{\substack{g_{1}, g_{2} \in \mathcal{F} \\
\left(g_{1}, g_{2}\right) \neq\left(F_{0}, F_{0}\right)}} a^{\prime}\left(f_{1}, f_{2}, g_{1}, g_{2}\right) X\left(I_{1}, \ldots, I_{k}, J ; g_{1}, g_{2}\right)\right) \\
& +\left(a^{\prime}\left(F_{0}, F_{0}\right)+A\left(f_{1}, f_{2}\right)\left(e\left(\frac{h}{m}(2-q)\right)+e\left(\frac{h}{m}\right)\right)\right) \\
& \times X\left(I_{1}, \ldots, I_{k}, J ; F_{0}, F_{0}\right),
\end{aligned}
$$

where $a^{\prime}\left(g_{1}, g_{2}\right)$ is the sum of all $\alpha(\cdot)$, which occur as coefficients of $X\left(g_{1}, g_{2}\right)$ in the sum over $D$. Since $D$ has $q^{k+2} L-2$ summands each of which has a coefficient of modulus 1 , we conclude that for all $f_{1}, f_{2} \in \mathcal{F}$

$$
\sum_{g_{1}, g_{2} \in F}\left|a^{\prime}\left(f_{1}, f_{2}, g_{1}, g_{2}\right)\right| \leq q^{(k+2) L}-2 .
$$

Set

$$
\begin{aligned}
a\left(f_{1}, f_{2}, g_{1}, g_{2}\right) & :=a^{\prime}\left(f_{1}, f_{2}, g_{1}, g_{2}\right) \quad \text { if } \quad\left(g_{1}, g_{2}\right) \neq\left(F_{0}, F_{0}\right), \\
a\left(f_{1}, f_{2}, F_{0}, F_{0}\right) & :=a^{\prime}\left(f_{1}, f_{2}, F_{0}, F_{0}\right)+A\left(f_{1}, f_{2}\right)\left(e\left(\frac{h}{m}(2-q)\right)+e\left(\frac{h}{m}\right)\right)
\end{aligned}
$$

Since $m \nmid h(q-1)$ we have

$$
\left|e\left(\frac{h}{m}(2-q)\right)+e\left(\frac{h}{m}\right)\right| \leq\left|1+e\left(\frac{1}{m}\right)\right| \leq 2-\left(\frac{\pi}{2 m}\right)^{2} .
$$

Thus

$$
\begin{equation*}
\sum_{g_{1}, g_{2} \in F}\left|a\left(f_{1}, f_{2}, g_{1}, g_{2}\right)\right| \leq q^{(k+2) L}-\left(\frac{\pi}{2 m}\right)^{2} \tag{15}
\end{equation*}
$$

Let $B$ be the $|\mathcal{F}|^{2} \times|\mathcal{F}|^{2}$ matrix

$$
\begin{equation*}
B:=\left(\left|a\left(f_{1}, f_{2}, g_{1}, g_{2}\right)\right|\right)_{\left(f_{1}, f_{2}\right) \in \mathcal{F}^{2},\left(g_{1}, g_{2}\right) \in \mathcal{F}^{2}} . \tag{16}
\end{equation*}
$$

Then we conclude that

$$
\begin{align*}
\left(\left|X\left(q^{L} I_{1}, \ldots, q^{L} I_{k}, q^{L} J ; f_{1}, f_{2}\right)\right|\right)_{\left(f_{1}, f_{2}\right) \in \mathcal{F}^{2}} & \leq  \tag{17}\\
& B\left(\left|X\left(I_{1}, \ldots, I_{k}, J ; g_{1}, g_{2}\right)\right|\right)_{\left(g_{1}, g_{2}\right) \in \mathcal{F}^{2}}
\end{align*}
$$

The inequality is meant componentwise.

## 7. Proof of the correlation result

In this section we finish the proof of Theorem 3.3. The remaining part of this proof proceeds along similar lines as Kim [15, p. 325-328].

First define the abbreviations

$$
p:=q^{L} \quad \text { and } \quad \varepsilon:=\frac{\pi^{2}}{4 m^{2} p^{k+2}}
$$

By (15) the row sums of the matrix $B$ in (16) are less than or equal to $p^{k+2}(1-\varepsilon)$. Since all the entries of $B$ are non-negative, this implies that for each $\ell \in \mathbb{N}$ the row sums in $B^{\ell}$ are less than or equal to $p^{(k+2) \ell}(1-\varepsilon)^{\ell}$. Thus the $\ell$-fold iteration of the matrix inequality (17) together with the trivial estimate

$$
\left|X\left(I_{1}, \ldots, I_{k}, J ; f_{1}, f_{2}\right)\right| \leq\left|I_{1}\right| \cdots\left|I_{k}\right||J|^{2}
$$

yields

$$
\begin{equation*}
\left|X\left(p^{\ell} I_{1}, \ldots, p^{\ell} I_{k}, p^{\ell} J ; f_{1}, f_{2}\right)\right| \leq(1-\varepsilon)^{\ell}\left(p^{\ell}\left|I_{1}\right|\right) \cdots\left(p^{\ell}\left|I_{k}\right|\right)\left(p^{\ell}|J|\right)^{2} \tag{18}
\end{equation*}
$$

Set

$$
t:=\left\lfloor\frac{10 \log N}{21 \log p}\right\rfloor
$$

then $p^{t}<\sqrt{N}$. Now let

$$
I_{j}=\left[a_{j}, b_{j}\right] \quad(1 \leq j \leq k), \quad J=\left[a_{k+1}, b_{k+1}\right]
$$

be the intervals occurring in the statement of Theorem 3.3. Then we can write

$$
a_{j}=p^{t} u_{j}+r_{j} \quad \text { and } \quad b_{j}=p^{t} v_{j}+s_{j} \quad(1 \leq j \leq k+1)
$$

with $0 \leq r_{j}, s_{j}<p^{t}$ in a unique way. Here $\left|u_{j}-v_{j}\right| \geq 1$ because all the intervals have length greater than $\sqrt{N}$ by assumption. Now set

$$
\tilde{I}_{j}:=\left[u_{j}, v_{j}\right] \quad(1 \leq j \leq k), \quad \tilde{J}:=\left[u_{k+1}, v_{k+1}\right] .
$$

From the definition of $X$ (note that the summands in the innermost sum have all modulus 1) we easily derive

$$
\begin{align*}
X\left(I_{1}, \ldots, I_{k}, J ; f_{1}, f_{2}\right)= & X\left(p^{t} \tilde{I}_{1}, \ldots, p^{t} \tilde{I}_{k}, p^{t} \tilde{J} ; f_{1}, f_{2}\right)  \tag{19}\\
& +\mathcal{O}\left(\left|I_{1}\right| \cdots\left|I_{k}\right||J|^{2} \frac{p^{t}}{\sqrt{N}}\right)
\end{align*}
$$

Since $(1-\varepsilon)^{t}<e^{-t \varepsilon}$, (19) yields together with (18) the estimate

$$
\begin{equation*}
X\left(I_{1}, \ldots, I_{k}, J ; f_{1}, f_{2}\right) \ll\left(e^{-t \varepsilon}+\frac{p^{t}}{\sqrt{N}}\right)\left|I_{1}\right| \cdots\left|I_{k}\right||J|^{2} \tag{20}
\end{equation*}
$$

From the definition of $t$ we easily derive (if $N$ is large enough)

$$
-\varepsilon t \leq-\frac{10 \log N}{22 \log p} \frac{\pi^{2}}{4 m^{2} p^{k+2}} \leq-\frac{\log N}{m^{2} p^{k+2} \log p} \leq-\frac{\log N}{m^{2} q^{L(k+2)+1}} .
$$

Since $L=L^{\prime}+L^{\prime \prime}<2 \frac{k}{q-1}+2$ this yields

$$
-\varepsilon t \leq-\frac{\log N}{m^{2} q^{p(q, k)}}
$$

with $p(q, k)$ as in (3). Furthermore,

$$
\frac{p^{t}}{\sqrt{N}} \leq \frac{\exp \left(\frac{10}{21} \log N\right)}{\sqrt{N}}=N^{-\frac{1}{42}}
$$

Inserting this in (20) and specializing $f_{1}=f_{2}=F_{0}$ yields Theorem 3.3.

## 8. Proof of the "digital" version of Weyl's Lemma

In this section we want to show Theorem 3.4. The proof will be done by using the first part of ordinary Weyl's Lemma (cf. [25, Lemma 2.3]) together with the correlation result in Theorem 3.3. Let $\varphi$ be an arithmetic function. The sum in Theorem 3.4 is of the shape

$$
\begin{equation*}
T(\varphi):=\sum_{n<N} e(\varphi(n)) \tag{21}
\end{equation*}
$$

The following lemma is the starting point for the deduction of the estimate in Theorem 3.4.
Lemma 8.1 (first part of Weyl's Lemma, cf. [25, Lemma 2.3]). Let $T(\varphi)$ be as in (21). Then the estimate

$$
|T(\varphi)|^{2^{j}} \leq(2 N)^{2^{j}-j-1} \sum_{\left|h_{1}\right|<N} \cdots \sum_{\left|h_{j}\right|<N} T_{j}
$$

holds. Here

$$
T_{j}:=\sum_{n \in H_{j}\left(h_{1}, \ldots, h_{j}\right)} e\left(\Delta_{j}\left(\varphi(n) ; h_{1}, \ldots, h_{j}\right)\right)
$$

and the integer intervals $H_{\ell}$ satisfy

$$
\begin{aligned}
H_{1}\left(h_{1}\right) & \subseteq[1, N] \cap \mathbb{N}, \\
H_{\ell}\left(h_{1}, \ldots, h_{\ell}\right) & =H_{\ell-1}\left(h_{1}, \ldots, h_{\ell-1}\right) \cap\left\{x \mid x+h_{\ell} \in H_{\ell-1}\left(h_{1}, \ldots, h_{\ell-1}\right)\right\} .
\end{aligned}
$$

In what follows, we need the $k$-th differences

$$
\begin{equation*}
\Delta_{k}\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n) ; h_{1}, \ldots, h_{k}\right) \tag{22}
\end{equation*}
$$

It is easy to see that the difference operators $\Delta_{j}$ are linear. Thus we may treat the summands in (22) separately. It is well known that

$$
\Delta_{k}\left(\theta n^{k} ; h_{1}, \ldots, h_{k}\right)=\theta k!h_{1} \cdots h_{k}
$$

Furthermore, linearity of $\Delta_{k}$ yields

$$
\Delta_{k}\left(\frac{\ell}{m} s_{q}(n) ; h_{1}, \ldots, h_{k}\right)=\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right) .
$$

Using these two identities and applying Lemma 8.1 with $\varphi(n)=\theta n^{k}+\frac{\ell}{m} s_{q}(n)$ we arrive at

$$
\begin{aligned}
& \left|T\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n)\right)\right|^{2^{k}} \leq \\
& \quad \mid(2 N)^{2^{k}-k-1} \sum_{\left|h_{1}\right|<N} \cdots \sum_{\left|h_{k}\right|<N} \sum_{n \in H_{k}\left(h_{1}, \ldots, h_{k}\right)} \\
& \left.\quad e\left(\theta h_{1} \cdots h_{k} k!+\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right) \right\rvert\, \\
& =\mid(2 N)^{2^{k}-k-1} \sum_{\left|h_{1}\right|<N} \cdots \sum_{\left|h_{k}\right|<N} \\
& \left.\quad e\left(\theta h_{1} \cdots h_{k} k!\right) \sum_{n \in H_{k}\left(h_{1}, \ldots, h_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right) \right\rvert\, .
\end{aligned}
$$

Shifting the modulus to the innermost sum yields

$$
\begin{align*}
&\left|T\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n)\right)\right|^{2^{k}} \leq(2 N)^{2^{k}-k-1} \sum_{\left|h_{1}\right|<N} \cdots \sum_{\left|h_{k}\right|<N}  \tag{23}\\
& \mid \left.\sum_{n \in H_{k}\left(h_{1}, \ldots, h_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right) \right\rvert\, .
\end{align*}
$$

The sum in (23) resembles the sum estimated in Theorem 3.3. The only defects are the following.

- The range of the innermost sum depends on $h_{1}, \ldots, h_{k}$.
- The modulus of the innermost sum is not squared.

The first of these defects can be mended by splitting the sums in several blocks of reasonable size. In these blocks the range of the innermost sum can be made constant at
the cost of an error term which is small enough to be harmless. The second defect can be easily removed by an application of the Cauchy-Schwarz inequality.

Let $\eta$ be as in Theorem 3.3 and select real numbers $\alpha, \beta, \varepsilon$ with

$$
\alpha>\frac{\eta}{2}, \quad \beta \geq \frac{1}{2}, \quad \alpha+\beta=1, \quad 0<\varepsilon \leq \alpha-\frac{\eta}{2} .
$$

With these selections we can rewrite the sum

$$
S:=\sum_{\left|h_{1}\right|<N} \cdots \sum_{\left|h_{k}\right|<N}\left|\sum_{n \in H_{k}\left(h_{1}, \ldots, h_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)\right|
$$

by decomposing the sums outside the modulus in blocks of length $\left\lfloor N^{\beta}\right\rfloor$ as follows.

$$
\begin{equation*}
S=\sum_{j_{1}=-\left\lfloor N^{\alpha}\right\rfloor-1}^{\left\lfloor N^{\alpha}\right\rfloor+1} \ldots \sum_{j_{k}=-\left\lfloor N^{\alpha}\right\rfloor-1}^{\left\lfloor N^{\alpha}\right\rfloor+1} R\left(j_{1}, \ldots, j_{k}\right)+\mathcal{O}\left(N^{k \beta+1}\right) \tag{24}
\end{equation*}
$$

with

$$
\begin{aligned}
R\left(j_{1}, \ldots, j_{k}\right):= & \sum_{h_{1}=j_{1}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{1}+1\right)\left\lfloor N^{\beta}\right\rfloor-1} \cdots \sum_{h_{k}=j_{k}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{k}+1\right)\left\lfloor N^{\beta}\right\rfloor-1} \\
& \left|\sum_{n \in H_{k}\left(h_{1}, \ldots, h_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)\right| .
\end{aligned}
$$

Now we want to estimate the sums $R\left(j_{1}, \ldots, j_{k}\right)$. To this matter we distinguish two cases.
(i) Suppose that $\left|H_{k}\left(h_{1}, \ldots, h_{k}\right)\right|>N^{\beta+\varepsilon}$ for all

$$
\begin{equation*}
j_{r}\left\lfloor N^{\beta}\right\rfloor \leq h_{r}<\left(j_{r}+1\right)\left\lfloor N^{\beta}\right\rfloor \quad(1 \leq r \leq k) . \tag{25}
\end{equation*}
$$

From Lemma 8.1 one can easily see that the bounds of the interval $H\left(h_{1}, \ldots, h_{k}\right)$ depend linearly on $h_{1}, \ldots, h_{k}$. Furthermore, by (25) each of these variables can vary only in an interval of length $\left\lfloor N^{\beta}\right\rfloor$. Thus there exist positive integers $u$ and $v$ such that

$$
H\left(h_{1}, \ldots, h_{k}\right)=\left[u+\mathcal{O}\left(N^{\beta}\right), v+\mathcal{O}\left(N^{\beta}\right)\right] \cap \mathbb{N}
$$

for each $k$-tuple ( $h_{1}, \ldots, h_{k}$ ) satisfying (25). The implied constants are easily seen to be uniform in $j_{1}, \ldots, j_{k}$. Now set

$$
H^{\prime}\left(j_{1}, \ldots, j_{k}\right):=[u, v] \cap \mathbb{N} .
$$

$H^{\prime}\left(j_{1}, \ldots, j_{k}\right)$ is independent of $\left(h_{1}, \ldots, h_{k}\right)$ as long as (25) holds. Furthermore, it satisfies

$$
\left|H^{\prime}\left(j_{1}, \ldots, j_{k}\right) \triangle H\left(h_{1}, \ldots, h_{k}\right)\right| \ll N^{\beta}
$$

where $\triangle$ denotes the symmetric difference. Thus we get

$$
\begin{aligned}
R\left(j_{1}, \ldots, j_{k}\right)= & \sum_{h_{1}=j_{1}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{1}+1\right)\left\lfloor N^{\beta}\right\rfloor-1} \cdots \sum_{h_{k}=j_{k}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{k}+1\right)\left\lfloor N^{\beta}\right\rfloor-1} \\
& \left|\sum_{n \in H_{k}^{\prime}\left(j_{1}, \ldots, j_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)\right| \\
& +\mathcal{O}\left(N^{(k+1) \beta}\right) .
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality yields

$$
\begin{aligned}
R\left(j_{1}, \ldots, j_{k}\right)= & \left(N^{k \beta} \sum_{h_{1}=j_{1}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{1}+1\right)\left\lfloor N^{\beta}\right\rfloor-1} \cdots \sum_{h_{k}=j_{k}\left\lfloor N^{\beta}\right\rfloor}^{\left(j_{k}+1\right)\left\lfloor N^{\beta}\right\rfloor-1}\right. \\
& \left.\left|\sum_{n \in H_{k}^{\prime}\left(j_{1}, \ldots, j_{k}\right)} e\left(\frac{\ell}{m} \Delta_{k}\left(s_{q}(n) ; h_{1}, \ldots, h_{k}\right)\right)\right|^{2}\right)^{\frac{1}{2}} \\
& +\mathcal{O}\left(N^{(k+1) \beta}\right) .
\end{aligned}
$$

Since $\beta \geq \frac{1}{2}$ the conditions for the applications of Theorem 3.3 are satisfied and an application of this theorem yields

$$
\begin{equation*}
R\left(j_{1}, \ldots, j_{k}\right) \ll N^{k \beta+1-\frac{\eta}{2}}+N^{(k+1) \beta} \ll N^{k \beta+1-\frac{\eta}{2}} \tag{26}
\end{equation*}
$$

(ii) Now suppose at the contrary that $\left|H_{k}\left(h_{1}, \ldots, h_{k}\right)\right| \leq N^{\beta+\varepsilon}$ for at least one $k$-tuple $\left(h_{1}, \ldots, h_{k}\right)$ satisfying (25). Since the bounds of the interval $H\left(h_{1}, \ldots, h_{k}\right)$ depend linearly on $h_{1}, \ldots, h_{k}$, this implies that

$$
\left|H_{k}\left(h_{1}, \ldots, h_{k}\right)\right| \ll N^{\beta+\varepsilon}
$$

holds for all $k$-tuples $\left(h_{1}, \ldots, h_{k}\right)$. Thus estimating $R\left(j_{1}, \ldots, j_{k}\right)$ trivially in this case yields

$$
\begin{equation*}
R\left(j_{1}, \ldots, j_{k}\right) \ll N^{(k+1) \beta+\varepsilon} \ll N^{k \beta+1-\frac{\eta}{2}} . \tag{27}
\end{equation*}
$$

Inserting (26) and (27) in (24) we arrive at

$$
S \ll N^{k \alpha+k \beta+1-\frac{\eta}{2}}=N^{k+1-\frac{\eta}{2}}
$$

Using this in (23) we get

$$
\left|T\left(\theta n^{k}+\frac{\ell}{m} s_{q}(n)\right)\right|^{2^{k}} \ll N^{2^{k}-\frac{\eta}{2}}
$$

Taking the $2^{k}$-th root yields the result.

## 9. Application of the circle method

In this section we will prove Theorem 3.2. Then we will indicate how this proof has to be modified in order to get Theorem 3.1. We do it this way in order to avoid cumbersome notations in the proof. First we want to reformulate the problem of expressing integers in the way indicated in Theorem 3.2 in terms of exponential sums. To this matter we will use the well-known circle method (cf. for instance Vaughan [25]).

Let

$$
P:=\left\lfloor N^{1 / k}\right\rfloor
$$

and let $F(z)$ be given by the series

$$
F(z):=\sum_{n \in U_{h, m}(P)} z^{n^{k}} .
$$

Then $F(z)^{s}$ can be expanded in a Taylor series

$$
F(z)^{s}=\sum_{n \geq 0} C_{n} z^{n} .
$$

It is easy to see that $C_{N}$ is the number of representations of $N$ as

$$
N=x_{1}^{k}+\cdots+x_{s}^{k}, \quad x_{j} \in U_{h, m}(P)
$$

Thus in order to show Theorem 3.2 we need the asymptotic behaviour of the coefficients $C_{N}$ of this Taylor series. Cauchy's formula yields that

$$
\begin{aligned}
C_{N} & =\frac{1}{2 \pi i} \oint F(z)^{s} z^{-N-1} d z \\
& =\int_{0}^{1} \sum_{n_{1} \in U_{h, m}(P)} \cdots \sum_{n_{s} \in U_{h, m}(P)} e\left(\theta\left(n_{1}^{k}+\cdots+n_{s}^{k}-N\right)\right) d \theta .
\end{aligned}
$$

In order to get rid of the set $U_{h, m}(P)$ in the range of summation we use a trick which goes back to Gelfond [12]. Namely, for an arithmetic function $\varphi$ set

$$
H_{\ell}(\varphi, P):=\sum_{n=0}^{P-1} e\left(\varphi(n)+\frac{\ell}{m} s_{q}(n)\right)
$$

Then

$$
\begin{aligned}
\sum_{\ell=0}^{m-1} e\left(-\frac{\ell h}{m}\right) H_{\ell}(\varphi, P) & =\sum_{n=0}^{P-1} \sum_{\ell=0}^{m-1} e\left(\ell \frac{s_{q}(n)-h}{m}\right) e(\varphi(n)) \\
& =m \sum_{n \in U_{h, m}(P)} e(\varphi(m))
\end{aligned}
$$

With help of this identity we may write

$$
\begin{aligned}
\sum_{n \in U_{h, m}(P)} e\left(\theta n^{k}\right) & =\sum_{\ell=0}^{m-1} e\left(-\frac{\ell h}{m}\right) H_{\ell}\left(\theta n^{k}, P\right) \\
& =\frac{1}{m} \sum_{\ell=0}^{m-1} \sum_{n=0}^{P-1} e\left(\ell \frac{s_{q}(n)-h}{m}\right) e\left(\theta n^{k}\right) .
\end{aligned}
$$

Inserting this in the integral representation of $C_{N}$ we arrive at

$$
\begin{aligned}
C_{N}=\frac{1}{m^{s}} & \int_{0}^{1} \sum_{n_{1}<P} \cdots \sum_{n_{s}<P} \sum_{\ell_{1}=0}^{m-1} \cdots \sum_{\ell_{s}=0}^{m-1} \\
& e\left(\ell_{1} \frac{s_{q}\left(n_{1}\right)-h}{m}\right) \cdots e\left(\ell_{s} \frac{s_{q}\left(n_{s}\right)-h}{m}\right) e\left(\theta\left(n_{1}^{k}+\ldots+n_{s}^{k}-N\right)\right) d \theta .
\end{aligned}
$$

The integral can be split in two parts, one corresponding to the selection $\ell_{1}=\cdots=\ell_{s}=0$, the other corresponding to the remaining selections for the $\ell_{j}$. We get

$$
\begin{aligned}
C_{N}= & \frac{1}{m^{s}} \int_{0}^{1} \sum_{n_{1}<P} \cdots \sum_{n_{s}<P} e\left(\theta\left(n_{1}^{k}+\cdots+n_{s}^{k}-N\right)\right) d \theta \\
& +\frac{1}{m^{s}} \int_{0}^{1} \sum_{n_{1}<P} \cdots \sum_{n_{s}<P} \underbrace{\sum_{\ell_{1}=0}^{m-1} \cdots \sum_{\ell_{s}=0}^{m-1}}_{\ell_{1}=0} \\
& \quad e\left(\ell_{1} \frac{s_{q}\left(n_{1}\right)-h}{m}\right) \cdots e\left(\ell_{s} \frac{s_{q}\left(n_{s}\right)-h}{m}\right) e\left(\theta\left(n_{1}^{k}+\cdots+n_{s}^{k}-N\right)\right) d \theta \\
= & \mathcal{I}_{1}+\mathcal{I}_{2} .
\end{aligned}
$$

The integral $\mathcal{I}_{1}$ is well-known from the ordinary Waring's problem and can be treated along the known lines. This integral will contribute the main term in Theoren 3.2. Thus we are left with the integral $\mathcal{I}_{2}$. Let $L=\left(\ell_{1}, \ldots, \ell_{s}\right) \neq 0$. Then $\mathcal{I}_{2}$ consists of integrals of the shape

$$
\begin{aligned}
& \mathcal{J}_{L}:=\int_{0}^{1}\left(\sum_{n_{1}<P} e\left(\theta n_{1}^{k}+\ell_{1} \frac{s_{q}\left(n_{1}\right)-h}{m}\right)\right) \cdots \\
&\left(\sum_{n_{s}<P} e\left(\theta n_{s}^{k}+\ell_{s} \frac{s_{q}\left(n_{s}\right)-h}{m}\right)\right) e(-N \theta) d \theta .
\end{aligned}
$$

It turns out that these integrals do not contribute to the main term, i.e. we have no major arcs.

For convenience set

$$
S_{j}(\theta):=\sum_{n<P} e\left(\theta n^{k}+\frac{\ell_{j}}{m} s_{q}(n)\right) .
$$

Since $s>2^{k}$ we can estimate $\mathcal{J}_{L}$ by

$$
\begin{equation*}
\left|\mathcal{J}_{L}\right| \leq \sup _{\theta, j}\left(\left|S_{j}(\theta)\right|^{s-2^{k}}\right) \max _{t}\left(\int_{0}^{1}\left|S_{t}(\theta)\right|^{2^{k}} d \theta\right) \tag{28}
\end{equation*}
$$

Analgously to the proof of the classical Lemma of Hua (cf. [25, Lemma 2.5]) we rewrite the last integral as

$$
\begin{equation*}
\int_{0}^{1}\left|S_{t}(\theta)\right|^{2^{k}} d \theta=\sum_{n_{1}, \ldots, n_{2} k} e\left(\ell_{t} \sum_{r=1}^{2^{k-1}} s_{q}\left(n_{r}\right)-s_{q}\left(n_{2^{k-1}+r}\right)\right) . \tag{29}
\end{equation*}
$$

Here the sum is extended over all $n_{1}, \ldots, n_{2^{k}}<P$ fulfilling

$$
n_{1}^{k}+\cdots+n_{2^{k-1}}^{k}=n_{2^{k-1}+1}^{k}+\cdots+n_{2^{k}}^{k} .
$$

Thus the sum in (29) can be obviously estimated by

$$
\left|\left\{n_{1}, \ldots, n_{2^{k}}<P \mid n_{1}^{k}+\ldots+n_{s}^{k}=n_{s+1}^{k}+\ldots+n_{2 s}^{k}\right\}\right| .
$$

Applying Vaughan [24, Theorem 2] this yields

$$
\int_{0}^{1}\left|S_{t}(\theta)\right|^{2^{k}} d \theta \ll P^{2^{k}-k}
$$

Inserting this together with Theorem 3.4 in estimate (28) we arrive at

$$
\mathcal{J}_{L} \ll P^{s-k-\gamma} .
$$

The last estimate follows from the lower bound for $s$.
Summing up we have shown that $\mathcal{J}_{L} \ll P^{s-k-\gamma}$ for all $L \neq(0, \ldots, 0)$. This implies that

$$
\mathcal{I}_{2} \ll P^{s-k-\gamma} .
$$

As mentioned above, the integral $\mathcal{I}_{1}$ is $m^{-s}$ times the integral occurring in the ordinary Waring's problem. Thus its evaluation yields $m^{-s}$ times the known Hardy-Littlewood asymptotic formula (cf. for instance Vaughan [25, Theorem 2.6]). Adding $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ yields Theorem 3.2. Note that only $\mathcal{I}_{1}$ contributes to the main term.

In order to prove Theorem 3.1 we start with the functions

$$
F_{i}(z):=\sum_{\substack{n<P \\ s_{q_{i}}(n) \equiv h_{i}\left(m_{i}\right)}} z^{n^{k}} \quad(1 \leq j \leq s) .
$$

In what follows we have to work with

$$
\prod_{i=1}^{s} F_{i}(z)
$$

instead of $F(z)^{s}$. This does not alter the proof. The only difference is that we have to keep track of the indices of $h_{i}, m_{i}$ and $q_{i}$.

## 10. Concluding Remarks

We already mentioned in Remark 3.2 that there is some space to improve the bound for $s$ in Theorem 3.2. We even think that the following should be true.

## Conjecture 10.1. For each $k \in \mathbb{N}$

$$
G_{h, m}(k)=G(k)
$$

holds for all $h, m \in \mathbb{N}$.
By Wooley [31] this would imply a big improvement for the bound of $s$ in our result. For the case $k=2$ the conjecture would yield that Lagrange's theorem on the representability of integers as sum of four squares holds asymptotically with digital restrictions. Of course, one can not expect a similar result for $g_{h, m}(k)$, whose value depends at least on $m$.

In this context it would be interesting to determine $g_{h, m}(k)$ at least for special values of $h, m$ and $k$. Even for $k=1$ this seems to be a nontrivial problem.
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